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In this paper, we construct a sequence (ck)k∈N of symplectic capac-

ities based on the Chiu-Tamarkin complex C
Z/ℓ
T , a Z/ℓ-equivariant

invariant coming from the microlocal theory of sheaves. We com-
pute (ck)k∈N for convex toric domains, which are the same as the
Gutt-Hutchings capacities. Our method also works for the pre-
quantized contact manifold T ∗X × S1. We define a sequence of
“contact capacities” ([c]k)k∈N on the prequantized contact man-
ifold T ∗X × S1, and we compute them for prequantized convex
toric domains.
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0. Introduction

0.1. Symplectic embedding

A symplectic manifold (X,ω) is a manifold with a non-degenerate closed
2-form ω. Classically it appears naturally as phase spaces in Hamilto-
nian Mechanics. An embedding φ : (X,ω) →֒ (X ′, ω′) is called symplectic
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if φ∗ω′ = ω. A basic question in symplectic geometry is to decide when a
symplectic embedding between two symplectic manifolds exists. The first
result, the origin of the question, is the Gromov non-squeezing theorem:

Theorem 0.A ([Gro85]). Equip R2d with the linear symplectic form. Let
Bπr2 = {(x, p) ∈ R2d : ∥x∥2 + ∥p∥2 < r2}, and ZπR2 = {(x, p) ∈ R2d : x21 +
p21 < R2}.

If there is a symplectic embedding φ : Bπr2 → R2d such that φ(Bπr2) ⊂
ZπR2, then r ≤ R.

A structure related to the embedding question is the so-called symplectic
capacity. One example is the Gromov width, which is hard to compute. There
are other capacities defined by generating functions [Vit92], Hamiltonian
dynamics [EH90], and J-holomorphic curves [Hut11, GH18, Sie19]. A great
survey about symplectic capacities is [CHLS10]. When the dimension is 4,
the ECH capacity is a very effective tool. When the dimension is greater
than 4, we know fewer results.

The Ekeland-Hofer capacity (cEHk )k∈N is a sequence of symplectic capac-
ities defined for compact star-shaped domains in T ∗Rd for all d, which is
defined using Hamiltonian dynamics. The computation of cEHk is known for
ellipsoids and poly-disks, say:

cEHk (E(a1, . . . , ad)) = min

{
T :

d∑

i=1

⌊T
ai

⌋
≥ k

}
cEHk (D(a1, . . . , ad)) = ka1,

where

E(a1, . . . , ad) =

{
u ∈ Cd :

d∑

i=1

π|ui|2
ai

< 1

}
,

D(a1, . . . , ad) =
¶
u ∈ Cd : π|ui|2 < ai, ∀i = 1, . . . , d

©
,

with 0 < a1 ≤ · · · ≤ ad.

On the other hand, Gutt and Hutchings constructed a sequence of capacities
(cGH
k )k∈N in [GH18] using the positive S1-equivariant symplectic homology.

For an open set Ω ⊂ Rd, the open set

XΩ =
¶
u ∈ Cd : (π|u1|2, . . . , π|ud|2) ∈ Ω

©

is called a toric domain. We say XΩ is convex if Ω̂ =
{(x1, . . . , xd) : (|x1|, . . . , |xd|) ∈ Ω} is convex, and is concave if Rd≥0 \ Ω is
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convex. The toric domain XΩ is determined by Ω ∩ Rd≥0. So it is free to

choose a suitable Ω. In particular, we always assume Rd≤0 ⊂ Ω. If XΩ is
a convex or a concave toric domain, one can indeed take Ω to be convex
or concave (in the usual sense) and satisfying the condition Rd≤0 ⊂ Ω. For
example, ellipsoids E(a) = XΩE(a)

and poly-disks D(a) = XΩD(a)
are convex

toric domains, where

ΩE(a) =

{
(x1, . . . , xd) :

d∑

i=1

xi
ai
< 1

}
,

ΩD(a) = {(x1, . . . , xd) : xi < ai, ∀i = 1, . . . , d} .

Gutt and Hutchings computed cGH
k for both convex and concave toric do-

mains. For example, when XΩ is convex, they showed that

cGH
k (XΩ) = min

{
∥v∥∗Ω : v ∈ Nd,

d∑

i=1

vi = k

}
(0.1)

= inf {T ≥ 0 : ∃z ∈ Ω◦
T , I(z) ≥ k} ,

where

∥v∥∗Ω = max{⟨v, w⟩ : w ∈ Ω},

Ω◦
T = {z ∈ Rd : T + ⟨z, ζ⟩ ≥ 0, ∀ζ ∈ Ω}, I(z) =

d∑

i=1

⌊
−zi
⌋
.

(0.2)

So one can observe that for ellipsoids and poly-disks, cGH
k = cEHk .

Unfortunately, even for ellipsoids, we know that the obstructions, given
by Ekeland-Hofer capacities, and then the Gutt-Hutchings capacities, are
not sharp. One new progress on higher dimensional embeddings is given
by Siegel in [Sie19, Sie21]. Siegel gave sharp obstructions for embeddings
between some stabilized ellipsoids.

In this paper, we construct a sequence of symplectic capacities (ck)k∈N
for open sets in a cotangent bundle T ∗X with an orientable base X. We
denote Open(T ∗X) the set of open sets in T ∗X. Our main ingredient is

the complex C
Z/ℓ
T (U,K) defined by Tamarkin and Chiu in [Tam15, Chi17],

where U is admissible (for example bounded open sets), T ≥ 0, and ℓ ∈ N≥2.

There exists a structure ofK[u]-module onH∗C
Z/ℓ
T (U,K), and a fundamental

class η
Z/ℓ
T (U,K) ∈ H0C

Z/ℓ
T (U,K). For admissible open sets U , we define (see
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Definition 2.24)

Spec(U, k) :=

®
T ≥ 0 :

∃p prime such that ∀ℓ ∈ N≥2, pℓ ≥ p,
η
Z/ℓ
T (U,Fpℓ) ∈ ukH∗C

Z/ℓ
T (U,Fpℓ)

´
,

and

ck(U) := inf Spec(U, k) ∈ [0,+∞].

For a general open set U , we define ck(U) = sup{ck(O) : O ⊂
U, O is admissible}. Then we show

Theorem 0.B (Theorem 2.25). The functions ck : Open(T ∗X)→ [0,∞]
satisfy the following:

1) ck ≤ ck+1 for all k ∈ N.

2) For two open sets U1 ⊂ U2, we have ck(U1) ≤ ck(U2).

3) For a compactly supported Hamiltonian isotopy φ : I × T ∗X → T ∗X, we
have ck(U) = ck(φz(U)).

4) If X = Rd, then ck(rU) = r2ck(U) for all k ∈ N and r > 0.

5) Suppose U = {H < 1} is admissible such that ∂U = {H = 1} is a non-
degenerated hypersurface of restricted contact type defined by a Hamiltonian
function H. If ck(U) <∞, then ck(U) is represented by the action of a closed
characteristic in the boundary ∂U .

6) ck(U) > 0 for all open sets U .

Moreover, based on the structural theorem (Theorem 3.6) of

H∗C
Z/ℓ
T (XΩ,Fpℓ), where XΩ is a convex toric domain, we can compute

ck(XΩ) as follows:

(0.3) ck(XΩ) = inf {T ≥ 0 : ∃z ∈ Ω◦
T , I(z) ≥ k} .

Therefore, ck(XΩ) = cGH
k (XΩ) by (0.1) and (0.3).

On the other hand, one may ask the concave case. It is explained in
Remark 3.5 that some technical issues exist. So we cannot derive a clear
structure theorem as Theorem 3.6, and then the computation of capacities
is not completely clear. However manual computation of some examples
shows the coincidence with Gutt-Hutchings capacities is still true.

Based on the computation on the convex toric domains and concave toric
domains, Gutt and Hutchings conjectured ([GH18, Conjecture 1.9]) that, for
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a bounded star-shaped domain U and for all k ∈ N,

cEHk (U) = cGH
k (U).

In fact, the result cEH1 (U) = cGH
1 (U) = Minimal action has been proven by

Irie[Iri22] for convex body U . Comparing to our result, we hope the consis-
tency could be extended to ck as well.

Conjecture 0.C. For a bounded star-shaped domain U ⊂ R2d and for all
k ∈ N, there is

cEHk (U) = cGH
k (U) = ck(U).

Remark 0.D. Recently, Jean Gutt and Vinicius G. B. Ramos claim that
they prove cEHk (U) = cGH

k (U) for star-shaped domain U ⊂ R2d.

0.2. Contact embedding

Contact geometry is the odd-dimensional cousin of symplectic geometry. A
(co-oriented) contact manifold (X,α) consists of a manifold X of dimension
2n+ 1 and a 1-form α such that α ∧ dαn ̸= 0. An embedding φ : (X,α) →֒
(X ′, α′) between two contact manifolds is called contact if φ∗α′ = efα for
some function f ∈ C∞(X). We also study the embedding question in contact
geometry. The pioneering work of Eliashberg, Kim, and Polterovich[EKP06]
promote our understanding of the contact embedding question a lot. Let us
explain here.

A naive attempt is to study the non-squeezing problem in the 1-jet
bundle J1Rd = T ∗Rd × R equipped with the contact form α = dt+ qdp.
However the re-scaling map (q,p, t) 7→ (rq, rp, r2t), which is a contac-
tomorphism, squeezes any compact set into an arbitrary small neigh-
borhood of the origin when r is big enough. This conformal naturality
of 1-jet space illustrates us that we can study the prequantized space
T ∗Rd × S1

σ, where S1
σ is a circle. Here we equip T ∗Rd × S1

σ with a con-
tact form α = dσ + 1

2(qdp− pdq). However there is a global contacto-
morphism FN : T ∗Rd × S1

σ → T ∗Rd × S1
σ defined as follows: We use com-

plex coordinates T ∗Rd ∼= Cd, and then FN (z, σ) := (ν(σ)e2πNσz, σ), where
ν(σ) = (1 +Nπ|z|2)−1/2. One can compute directly that FN is still em-
bedding any ball into arbitrary small neighborhood of {0} × S1 for N big
enough. However we notice that FN is not compactly supported. So loc. cit.
proposed the following definition.
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Definition. [EKP06, p1636] Let (W,α) be a contact manifold. If U1, U2 ⊂
W are two open subsets, we say that U1 is squeezed into U2 if there exists a
compactly support contact isotopy φ : [0, 1]s × U1 →W such that φ0 = Id,
and φ1(U1) ⊂ U2.

An interesting phenomenon, which does not appear in the symplectic
situation, is the scale of the ball will affect the validity of squeezing. About
the large scale phenomenon, Eliashberg, Kim, and Polterovich give a very
nice physical explanation using the quantization process. Two results about
both squeezing and non-squeezing of prequantized balls BπR2 × S1 are:

Theorem 0.E. 1) [EKP06, Theorem 1.3] Suppose d ≥ 2. Then for all 0 <
πr2, πR2 < 1, one can squeeze the prequantized ball BπR2 × S1 into Bπr2 ×
S1 whatever the relation between r and R is.

2) [EKP06, Theorem 1.2] If there exists an integer m ∈ [πr2, πR2], then
BπR2 × S1 cannot be squeezed into Bπr2 × S1.

Then the only case left about the contact non-squeezing is: what will
happen if there is an integer m such that m < πr2 < πR2 < m+ 1? It is
solved by Chiu using the microlocal theory of sheaves[Chi17], and by Fraser
using technique of J-holomorphic curves[Fra16] in the spirit of [EKP06].
They proved the following:

Theorem 0.F ([Chi17, Fra16]). If 1 ≤ πr2 < πR2, then BπR2 × S1 can-
not be squeezed into Bπr2 × S1.

The second purpose of the paper is to explain how Chiu’s work could
be used to define “contact capacities” on prequantization T ∗X × S1 for
orientable X. The notion of admissible open sets still makes sense. The
presence of the scale feature makes us consider the so-called big admissible
open sets. Concretely, we say a contact admissible open set U ⊂ T ∗Rd × S1

is big if there is a ball Ba × S1 for a > 1 that can be embedded in U

by a compactly supported contact isotopy on T ∗Rd × S1. For a prequan-
tized convex toric domain XΩ × S1, where XΩ is a toric domain, it is big if
∥Ω◦

1∥∞ = maxz∈Ω◦
1
∥z∥∞ < 1. Besides, to obtain the contact invariance, we

need to restrict to T/ℓ ∈ N situation in the contact case. Here, we denote P
the set of all prime numbers. Then we can define

[Spec](U , k) := {p ∈ P : ηZ/p,cp (U ,Fp) ∈ ukH∗
C

Z/p
p (U ,Fp)}
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and

[c]k(U ) := min[Spec](U , k) ∈ P.

For a general open set U , we define [c]k(U ) = sup{[c]k(O) : O ⊂
U , O is admissible}.

Then we have, Theorem 4.9, Theorem 4.11:

Theorem 0.G. The functions [c]k : Open(T ∗X × S1)→ P satisfy the fol-
lowing:

1) [c]k ≤ [c]k+1 for all k ∈ N.

2) For two open sets U1 ⊂ U2, we have [c]k(U1) ≤ [c]k(U2).

3) For a compactly supported contact isotopy φ : I × T ∗X × S1 → T ∗X ×
S1, we have [c]k(U ) = [c]k(φz(U )).

4) For a big prequantized convex toric domain XΩ × S1 ⊂ T ∗Rd × S1, we
have

[c]k(XΩ × S1) = min
{
p ∈ P : ∃z ∈ Ω◦

p, I(z) ≥ k
}
= min {p ∈ P : p ≥ ck(XΩ)} .

A more concrete example is as follows. Suppose XΩ × S1 = E(3, 4)× S1,
we have.

k 1 2 3 4 5 6 7 8 9 10 11

ck 3 4 6 8 9 12 12 15 16 18 20

[c]k 3 5 7 11 11 13 13 17 17 19 23

0.3. Microlocal theory of sheaves and the Chiu-Tamarkin
complex

The main ingredient of our work is the microlocal theory of sheaves, intro-
duced by Kashiwara and Schapira with motivation from algebraic analysis.
We refer to [KS90].

The main idea we use in the paper is the notion of microsupport or
singular support, which is defined as follows: For a ground commutative ring
K, let D(X) be the derived category of complexes of sheaves of K-modules
over X. For an object F ∈ D(X), we can associate a set SS(F ) ⊂ T ∗X,
which is called the microsupport of F . It is proved in [KS90] that SS(F ) is
always a closed conic and coisotropic subset of T ∗X. Moreover, when X is
real analytic, SS(F ) is Lagrangian if and only if F is (weakly) constructible.
This result inspires us that the sheaf theory plays its role in symplectic
geometry and contact geometry.
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For instance, Tamarkin develops a new method to study displacibil-
ity of Lagrangians in [Tam18]. Guillermou gives sheaf theoretical proofs
of Gromov-Eliashberg C0-rigidity and of the result by Abouzaid and Kragh
that closed exact Lagrangians in cotangent bundles are homotopically equiv-
alent to the zero section. See [Gui12, Gui13, Gui16] and the survey [Gui23]
about these topics. Asano-Ike develop a lower bound for the symplectic dis-
placement energy and a lower bound for the number of intersection point of
some rational Lagrangian immersions using numerical information from the
Tamarkin Category (Definition 1.12) in [AI20a, AI20b]. On the other hand,
there are many works studying the category of sheaves from the point of
view of the Fukaya category, see the work of Nadler and Zaslow on the com-
pact Fukaya category [NZ09, Nad09]; and the work of Nadler[Nad16], and
of Ganatra, Pardon, and Shende on the wrapped Fukaya category[GPS18].

Now, let us review ideas of Tamarkin in [Tam18]. Tamarkin suggested
studying the category of sheaves localized with respect to sheaves microsup-
ported in non-positive direction, that is, the localization of D(X × R) with
respect to the full thick subcategory {F : SS(F ) ⊂ {τ ≤ 0}}. This localiza-
tion is equivalent to the essential image of the functor K[0,∞)⋆ : D(X × R)→
D(X × R), where ⋆ : D(X × R)×D(X × R)→ D(X × R) is the convolu-
tion. We denote these two equivalent categories by D(X) and call them the
Tamarkin category of X. The category D(X) is triangulated.

Since the microsupport is conic, Tamarkin considers the following coni-
fication procedure: for a given closed set A in the cotangent bundle T ∗X we
set Â = {(x, p, t, τ) ∈ T ∗(X × R) : (x, p/τ) ∈ A, τ > 0}. We are interested in
the category of sheaves on X × R microsupported in Â, that is, F ∈ D(X)
such that SS(F ) ∩ {τ > 0} ⊂ Â, and we denote the category they form by
DA(X). Categorically, this category and its semi-orthogonal complement
⊥DA(X) are completely determined by the projectors from D(X) onto them.
Hopefully, we could understand the geometry of A from these projectors.
One way to study these projectors is to represent them as integral func-
tors defined by kernels, for example K[0,∞)⋆ introduced by Tamarkin, or the
cut-off functors of Kashiwara and Schapira [KS90].

Here, we start with the symplectic case. An open set U ⊂ T ∗X whose
projector D(X)→ DU (X) =⊥ DT ∗X\U (X) is represented by a convolution
functor ⋆PU : D(X)→ D(X) is called admissible. We will see later that
bounded open sets and toric domains are all admissible. One particularly
interesting example is the open ball U = BπR2 . Chiu constructed a kernel
for BπR2 using the idea of generating functions in [Chi17], which is the main
ingredient of his proof of contact non-squeezing.
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Another ingredient of Chiu’s proof is (a contact version of) an object

C
Z/ℓ
T (U,K) ∈ DZ/ℓ(pt) defined using PU , where Z/ℓ is the cyclic group, K

is a field, and DZ/ℓ(pt) denotes the equivariant derived category over point
(see [BL94]). Remark that Chiu denotes our ℓ as N .

Chiu did not define the symplectic version C
Z/ℓ
T (U,K) explicitly, while

his idea applies directly to defining the symplectic version we presented
in Definition 2.13. His discussions on contact invariance and computation
work perfectly to the symplectic case as we will present in the following.

We have that the object C
Z/ℓ
T (U,K) is a Hamiltonian invariant of an admis-

sible open set U for ℓ ∈ N and T ≥ 0. We will define a fundamental class

η
Z/ℓ
T (U,K) ∈ H0C

Z/ℓ
T (U,K), and also see that H∗C

Z/ℓ
T (U,K) is a left graded

module over the Yoneda algebra A = Ext∗
Z/ℓ(K,K). If char(K)|ℓ, we have

A ∼= K[u, θ] where |u| = 2, |θ| = 1, and u2 = kθ (k depends on the parity of
ℓ). To achieve the condition char(K)|ℓ, we can take K = Fpℓ to be the finite
field of order pℓ where pℓ is the minimal prime factor of ℓ.

We will also discuss, in section 4, the contact version C
Z/ℓ
nℓ (U ,K)

that Chiu originally defines in [Chi17], for a contact admissible open set

U ⊂ T ∗X × S1 and (n, ℓ) ∈ N0 × N. The differences are that C
Z/ℓ
nℓ (U ,K) is

defined for (n, ℓ) ∈ N0 × N while C
Z/ℓ
T (U,K) is defined for (T, ℓ) ∈ R≥0 × N

and that C
Z/ℓ
nℓ (U ,K) is invariant under contact isotopies. The fundamental

class η
Z/ℓ,c
nℓ (U ,K) ∈ H0C

Z/ℓ
nℓ (U ,K) and the A-module structure can also be

defined. We will see that if the open set U ⊂ T ∗X is symplectic admissi-
ble, the prequantized open set U = U × S1 ⊂ T ∗X × S1 is contact admis-

sible, and we have an isomorphism C
Z/ℓ
nℓ (U × S1,K) ∼= C

Z/ℓ
nℓ (U,K), which

preserves the fundamental class. The isomorphism is helpful since even
though the symplectic version is a priori not a contact invariant, it com-

putes the contact version. In this sense, Chiu computed C
Z/ℓ
ℓ (BπR2 ,K) using

C
Z/ℓ
ℓ (BπR2 × S1,K).
Chiu’s proof for the contact non-squeezing theorem can be organized by

our language in the following steps:

• When ℓ is an odd prime number and πr2 > 1, Chiu constructs an isomor-
phism of A-modules:

H∗
C

Z/ℓ
ℓ (Bπr2 × S1,Fℓ) ∼= u−d⌊ℓ/πr

2⌋Fℓ[u, θ],

and an element Λr = ku−d⌊ℓ/πr
2⌋ such that η

Z/ℓ,c
ℓ (Bπr2 × S1,Fℓ) =

ud⌊ℓ/πr
2⌋Λr ̸= 0.
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• The fundamental class is preserved under the contact invariance. Specif-
ically, for a compactly supported contact isotopy φ : I × T ∗Rd × S1 →
T ∗Rd × S1 and z ∈ I, we have an isomorphism of A-modules

Φ
Z/ℓ,c
zℓ : H∗

C
Z/ℓ
ℓ (φz(Bπr2 × S1),Fℓ) ∼= H∗

C
Z/ℓ
ℓ (Bπr2 × S1,Fℓ)

such that η
Z/ℓ,c
ℓ (φz(Bπr2 × S1),Fℓ) is mapped to η

Z/ℓ,c
ℓ (Bπr2 × S1,Fℓ).

• If there exists an inclusion BπR2 × S1 ⊂ Bπr2 × S1, for R > r, we have a
degree 0 morphism of A-modules

i : H∗
C

Z/ℓ
ℓ (Bπr2 × S1,Fℓ)→ H∗

C
Z/ℓ
ℓ (BπR2 × S1,Fℓ),

which preserves the fundamental class. In particular, we have η
Z/ℓ,c
ℓ (BπR2 ×

S1,Fℓ) = ud⌊ℓ/πr
2⌋i(Λr) in H

0C
Z/ℓ
ℓ (BπR2 × S1,Fℓ).

• However, the degree comparison makes i(Λr) = 0 for large enough ℓ. This

is a contradiction because we know that η
Z/ℓ,c
ℓ (BπR2 × S1,Fℓ) ̸= 0.

We use the fundamental class, the module structure, and the invariance to
define the capacities as we presented in the last two subsections. In this sense,
our capacities form a numerical package of Chiu’s arguments. Meanwhile,
our third main result generalizes Chiu’s computation of the Chiu-Tamarkin
complex for balls to convex toric domains XΩ ⊂ Cd = T ∗Rd.

As we already know that if U = U × S1, the computation for both sym-
plectic case and contact case is essentially the same. So, it is enough to com-
pute the symplectic version. We will construct a good kernel for XΩ based
on Chiu’s construction and then compute the symplectic Chiu-Tamarkin

complex C
Z/ℓ
T (XΩ,Fpℓ). We will show the following structural theorem.

Theorem 0.H (Theorem 3.6). For a convex toric domain XΩ ⊂ T ∗Rd,
and ℓ ∈ N≥2. If 0 ≤ T < pℓ/∥Ω◦

1∥∞, we have

• For each Z ∈ Ω◦
T (see (0.2)), the inclusion of the segment OZ ⊂ Ω◦

T in-

duces a decomposition of the fundamental class η
Z/ℓ
T (XΩ,Fpℓ) = uI(Z)ΛZ,ℓ

for a non-torsion element ΛZ,ℓ ∈ H−2I(Z)C
Z/ℓ
T (XΩ,Fpℓ). In particular,

η
Z/ℓ
T (XΩ,Fpℓ) is non-zero.

• The minimal cohomology degree of H∗C
Z/ℓ
T (XΩ,Fpℓ) is exactly −2I(Ω◦

T ),
i.e.,

H∗C
Z/ℓ
T (XΩ,Fpℓ) ∼= H≥−2I(Ω◦

T )C
Z/ℓ
T (XΩ,Fpℓ),
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and

H−2I(Ω◦
T )C

Z/ℓ
T (XΩ,Fpℓ) ̸= 0.

• H∗C
Z/ℓ
T (XΩ,Fpℓ) is a finitely generated Fpℓ [u]-module. The free part is

isomorphic to A = Fpℓ [u, θ], so H
∗C

Z/ℓ
T (XΩ,Fpℓ) is of rank 2 over Fpℓ [u].

The torsion part is located in cohomology degree [−2I(Ω◦
T ),−1].

H∗C
Z/ℓ
T (XΩ,Fpℓ) is torsion free when XΩ is an open ellipsoid.

0.4. Related works

In [FSZ23], we construct a Z/ℓ-equivariant generating function homology
theory for ℓ ≥ 2 using a similar idea, and give a new proof of the contact
non-squeezing theorem; we also define a geometric notion translated chains,
which explains the geometry intuition behind of Z/ℓ-equivariant generat-
ing function homology. The notion of translated chains explains the same
geometric intuition in the Chiu-Tamarkin complex.

Algebraically, in [Zha23], we construct an S1-equivariant Chiu-Tamarkin
complex which is similar to the Tsygan-Loday-Quillen definition of the cyclic
cohomology. In particular, we construct an algebraic S1-action that encodes

C
Z/ℓ
T (U,K) for all ℓ and T ∈ R≥0. However, if we want to define a contact

invariant in this way, we need again T/ℓ ∈ N0 for all ℓ, which is possible
only for n = 0. It explains algebraically why we cannot define an S1-theory
for the contact case using the same idea. However, the Z/ℓ-theory here
works perfectly for the contact case. The contact capacities we defined above
encode sufficient numerical information that is enough for the contact non-
squeezing theorem. In this way, we can think of the contact capacities as a
numerical approximation of the S1-action.

0.5. Organization and conventions of the paper

We will review preliminary notions of sheaf theory in section 1. In section 2,
we will present the main constructions, including microlocal kernels, the
Chiu-Tamarkin complex, fundamental class and capacities. We will focus on
the toric domains in section 3. We would like to exhibit all constructions
and computations for the toric domains therein. Subsequently, we will state
how our construction works for prequantized contact manifold T ∗X × S1

σ in
section 4.

At the end of the introduction, let us introduce some notation.
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The natural number set N starts from 1, and N0 denotes N ∪ {0}. For
n ∈ N, we denote [n] = {1, . . . , n}. For any ℓ ∈ N≥2, we denote the minimal
prime factor of ℓ by pℓ.

We use subscripts to represent elements in sets. For example, to empha-
size a ∈ A, we use the notation Aa. For the Cartesian product An, we define
δAn : A→ An to be the diagonal map and its image is denoted by ∆An as
well.

Projection maps are always denoted by π, with a subscript that encodes
the fiber of the projection. For example, if there are two sets Xx and Yy,
two projections are

πY = πy : Xx × Yy → Xx, πX = πx : Xx × Yy → Yy.

If we have a trivial vector bundle X × Vv, its summation map is

idX × snV = idX × snv : X × V n → X × V,
(x, v1, . . . , vn) 7→ (x, v1 + · · ·+ vn).

In all cases, we will ignore idX and only use snV = snv for simplicity.
For a manifold X, we always use q ∈ X to represent both the points and

the local coordinates of X. Correspondingly, the canonical Darboux coordi-
nate of T ∗X will be denoted by (q,p). Vector spaces that are considered as
parameter spaces are an exception. For example, Rt, its dual coordinate is
denoted by τ ∈ (Rt)∗ = Rτ .

For a manifold X, the 1-jet space is J1X = T ∗X × Rt, which is a contact
manifold equipped with the contact form α = dt+ pdq. The symplectiza-
tion of J1X is identified with T ∗X × T ∗

τ>0Rt = T ∗X × Rt × Rτ>0, equipped
with the symplectic form ω = dp ∧ dq+ dτ ∧ dt. The symplectic reduction
of T ∗X × T ∗

τ>0Rt with respect to the hypersurface {τ = 1} is denoted by ρ,
which is identified with

(0.4) ρ : T ∗X × T ∗
τ>0Rt → T ∗X, (q,p, t, τ) 7→ (q,p/τ).

We call it the Tamarkin’s cone map. The map ρ factors through the sym-
plectization map q tautologically:

T ∗X × T ∗
τ>0Rt J1X T ∗X.

q

ρ

In this paper, we equip the prequantized manifold T ∗X × S1
σ with

the contact form α = dσ + pdq, which is different with the contact form
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dσ + 1
2(qdp− pdq) we mentioned before. Then the canonical covering map

J1X → T ∗X × S1
σ preserves its contact form.
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1. Reminder on sheaves and equivariant sheaves

In this section, we review the notions and tools of sheaves we will use. Let
K be a commutative ring with finite global dimension. In practice, we only
interest the case that K is a field or K = Z. For a manifold X, let us denote
D(X) the derived category of complexes of sheaves of K-modules over X.
We note that we do not specify the boundedness of complexes we used in
general. In most of our applications, the complexes are locally bounded in
the sense that their restrictions on relatively compact open sets are bounded.
We refer to [KS90] as the main reference of the section.

1.1. Microsupport of sheaves and functorial estimate

For a locally closed inclusion i : Z ⊂ X and F ∈ D(X) we set

FZ = i!i
−1F, RΓZF = i∗i

!F.
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Definition 1.1 ([KS90, Definition 5.1.2]). For F ∈ D(X) the micro-
support of F is

SS(F ) =

®
(q,p) ∈ T ∗X :

There is a C1-function f near q such that

f(q) = 0, df(q) = p and
(
RΓ{f≥0}F

)
q
̸= 0.

´
.

By definition, SS(F ) is a closed subset of T ∗X, conic with respect to
the R>0-action along fibres. There is a triangulated inequality for the mi-

crosupport: for a distinguished triangle A→ B → C
+1−−→, we have SS(A) ⊂

SS(B) ∪ SS(C).

Theorem 1.2 ([KS90, Theorem 5.4.5(ii)(c)]). For F ∈ D(X), we have
the equivalence:

SS(F ) ⊂ 0X if and only if ∀k ∈ Z,Hk(F ) are local systems.

We set Ṫ ∗X = T ∗X \ 0X , and ˙SS(F ) = SS(F ) ∩ Ṫ ∗X.
The conicity is an issue since we want to consider general subsets of

T ∗X. We will use the Tamarkin’s cone map ρ of (0.4) to resolve the conicity.
This is important because most of symplectic geometric problems are non-
conic. However, the cone map is only defined when τ > 0 and it is helpful
to introduce the Legendre microsupport and the sectional microsupport as
follows: For sheaves F ∈ D(X × Rt), we set

µsL(F ) = q (SS(F ) ∩ {τ > 0}) ⊂ J1X,

µs(F ) = ρ (SS(F ) ∩ {τ > 0}) ⊂ T ∗X.
(1.1)

A direct consequence is that µsL(F ) and µs(F ) are not necessarily conic.
However, µsL(F ) and µs(F ) will lose τ ≤ 0 information. Usually, we will
consider sheaves that satisfy SS(F ) ⊂ {τ ≥ 0} and it will often be the case,
in practice, that SS(F ) ∩ {τ ≤ 0} ⊂ 0X×R. So, Theorem 1.2 shows that we
will not lose much information.

Let f : X → Y be a C1 map of manifolds. Then there is a diagram of
cotangent map:

T ∗X X ×Y T ∗Y T ∗Y
df∗ fπ

Definition 1.3. Let f : X → Y be a C1 map of manifolds, and Λ ⊂ T ∗Y be
a conic subset. One says that f is non-characteristic for Λ if for all (q,p) ∈ Λ
and df∗

q
(p) = 0, we have p = 0.
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Then we list some functorial estimates we need.

Theorem 1.4 ([KS90, Theorem 5.4]). Let f : X → Y be a C1 map of
manifolds, F ∈ D(X), G ∈ D(Y ). Let ωX/Y = f !KY be the relative dualizing
complex.

1) One has

SS(F
L
⊠G) ⊂ SS(F )× SS(G),

SS(RHom(π−1
X F, π−1

Y G)) ⊂ (−SS(F ))× SS(G).

2) Assume f is proper on supp(F ), then SS(Rf!F ) ⊂ fπ(df∗)−1 (SS(F )).

3) Assume f is non-characteristic for SS(G). Then the natural mor-

phism f−1G
L
⊗ωX/Y → f !G is an isomorphism, and SS(f−1G) ∪ SS(f !G) ⊂

df∗f−1
π (SS(G)).

4) Assume f is a submersion. Then SS(F ) ⊂ X ×Y T ∗Y if and only if ∀j ∈
Z, the sheaves Hj(F ) are locally constant on the fibres of f .

Corollary 1.5. Let F1, F2 ∈ D(X).

1) Assume SS(F1)∩(−SS(F2))⊂0X , then SS(F1

L
⊗F2)⊂SS(F1)+SS(F2).

2) Assume SS(F1)∩SS(F2)⊂0X , then SS(RHom(F2, F1))⊂(−SS(F2))+
SS(F1).

The following Corollary 1.6 is called the microlocal Morse lemma.

Corollary 1.6. For F ∈ D(X), let ϕ : X → R be a C1-function that is
proper on supp(F ). Let a < b in R and assume dϕ(x) /∈ SS(F ) for a ≤
ϕ(x) < b. Then the natural morphisms RΓ({ϕ(x) < b}, F )→ RΓ({ϕ(x) <
a}, F ) and RΓ{ϕ(x)≥b}(X,F )→ RΓ{ϕ(x)≥a}(X,F ) are isomorphisms.

For the non-proper pushforward, we have

Theorem 1.7 ([Tam18, [Corollary 3.4]). Let V be an R-vector space,
πV : X × V → X, and π#V : T ∗X × V × V ∗ → T ∗X × V ∗ be the correspond-
ing projections, and i : T ∗X → T ∗X × V ∗ be the inclusion. Then for F ∈
D(X × V ), we have

SS(πV !F ), SS(πV ∗F ) ⊂ i−1π#V (SS(F )).
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1.2. Convolution and Tamarkin category

Let X1, X2, X3 be three manifolds. Recall, πX : X × Y → Y is a projection
whose fiber is X for arbitrary Y .

Definition 1.8. For F ∈ D(X1 ×X2 × Rt1), G ∈ D(X2 ×X3 × Rt2). The
convolution is defined as

F ⋆
X2

G := Rs2t!RπX2!(π
−1
(X3,t2)

F
L
⊗π−1

(X1,t1)
G) ∈ D(X1 ×X3 × Rt).

In particular, when X2 is a point, we use the notation F1 □⋆ F2 to empathise.
If there is no confusion, we can drop the subscript X2 and write F ⋆ G =
F ⋆
X2

G directly.

Similarly, for F ∈ D(X1 ×X2), G ∈ D(X2 ×X3), the composition is de-
fined as

F ◦
X2

G = F ◦G := RπX2!(π
−1
X3
F
L
⊗π−1

X1
G) ∈ D(X1 ×X3).

For 0 ∈ R, F ∈ D(X × R), we have K0 ⋆ F ∼= F . So, the functor K0⋆
plays the role of the identity functor. Besides, ⋆ and ◦ satisfy the following
monoidal identities:

(F1 ⋆ F2) ⋆ F3
∼= F1 ⋆ (F2 ⋆ F3), (F1 ◦ F2) ◦ F3

∼= F1 ◦ (F2 ◦ F3),

F1 ⋆ F2
∼= F2 ⋆ F1, F1 ◦ F2

∼= F2 ◦ F1,

(F1 ⋆ F2) ◦ F3
∼= F1 ⋆ (F2 ◦ F3).

(1.2)

Here, the commutative identities are induced by the identification X1 ×
X3
∼= X3 ×X1.

Remark 1.9. In specific cases, convolution could be presented by compo-
sition on X × Rt. For example, if F ∈ D(X2 × Rt1) and G ∈ D(X × Rt2).
Let m(t, t′) = t− t′ = t1, then we have

F ⋆ G ∼= (m−1F ) ◦G.

In fact, taking t′ = t2, we can prove the isomorphism by the proper base
change and the projection formula since s2t (t1, t2) = t.

However, convolution involves spaces of lower dimension. Therefore, we
prefer to use convolution in this paper. More important, in geometric ap-
plications, the factor Rt will play the role of action. Then, convolutions are
more helpful for us to look at action information.
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Before going into further discussion, let us review the notion of semi-
orthogonal decomposition of a triangulated category.

Let T be a triangulated category and C a thick full triangulated subcat-
egory of T . The left semi-orthogonal of C is defined by

(1.3) ⊥C := {X ∈ T : HomT (X,Y ) = 0, ∀Y ∈ C}.

One can show that the following proposition holds, see [KS06, Chapter
4 and Exercise 10.15.].

Proposition 1.10. Using the above notation, we have the following three
equivalent properties:

1) The inclusion C → T admits a left adjoint functor L : T → C.

2) There is an equivalence T /C
∼=−→ ⊥C, where T /C is the Verdier localiza-

tion.

3) There are two functors P,Q : T → T such that ∀X ∈ T , we have the
distinguished triangle:

P (X)→ X → Q(X)
+1−−→

such that P (X) ∈ ⊥C, and Q(X) ∈ C.

In this situation, we say one of these data gives a left semi-orthogonal de-
composition of T . One can verify, if one of the conditions is satisfied, that
P 2 ∼= P , and Q2 ∼= Q. P, Q are called a pair of projectors associated to C.

Now, let T = D(X × Rt), and C = {F : SS(F ) ⊂ {τ ≤ 0}}. The trian-
gulated inequality of microsupport shows that C is a thick full triangulated
subcategory of T . Tamarkin constructs a pair of projectors associated to C
given by convolution:

Theorem 1.11 ([Tam18]). The functors F 7→ K[0,∞) ⋆ F , F 7→
K(0,∞)[1] ⋆ F on D(X × Rt) and the excision triangle,

K[0,∞) → K0 → K(0,∞)[1]
+1−−→,

give a left semi-orthogonal decomposition of D(X × Rt) associated to C.
Namely, for F ∈ D(X × Rt) we have the distinguished triangle

(1.4) K[0,∞) ⋆ F → F → K(0,∞)[1] ⋆ F
+1−−→,

For the author's personal use only.

For the author's personal use only.



✐

✐

“1-Zhang” — 2024/9/15 — 0:44 — page 458 — #18
✐

✐

✐

✐

✐

✐

458 Bingyu Zhang

with K[0,∞) ⋆ F ∈ ⊥C, K(0,∞)[1] ⋆ F ∈ C.

One can also see [GS14, Proposition 4.19] for a proof and some general-
izations of the proposition.

Definition 1.12. We define the Tamarkin category as the following left
semi-orthogonal complement:

D(X) = ⊥ {F : SS(F ) ⊂ {τ ≤ 0}} ∼= D(X × R)/ {F : SS(F ) ⊂ {τ ≤ 0}} .

By Proposition 1.10 and (1.4) , F ∈ D(X × R) is in D(X) if and only if

(1.5) F ∼= K[0,∞) ⋆
pt
F ∼= K∆X2×[0,∞) ⋆

X
F.

Consequently, the convolution functor K∆X2×[0,∞)⋆
X
of the Tamarkin cat-

egory D(X) coincides with the identity functor.
For F ∈ D(X), one can show SS(F ) ⊂ {τ ≥ 0} using microsupport es-

timates we mentioned last subsection, see [GS14, Proposition 4.17].
To build microlocal kernels, we follow Chiu’s construction and use the

Fourier-Sato transform, which is a sheaf-theoretic analogue of the Fourier
transform. The Fourier-Sato transform defines a functor D(V )→ D(V ∗),
where V is a real vector space and V ∗ is the dual of V . One can see [KS90,
Section 3.7, Section 5.5] for more details. We mention that the Fourier-
Sato transform gives an equivalence between R>0-equivariant sheaves on V
and V ∗. Tamarkin introduced a new version of the Fourier transform on the
category D(V ), which also works for non-R>0-equivariant sheaves. We call it
the Fourier-Sato-Tamarkin transform. For the relation between the different
versions of Fourier transforms, we refer to [D’A13, Gao17].

Let Leg(V ) = {(z, ζ, t) : t+ ⟨z, ζ⟩ ≥ 0} ⊂ V × V ∗ × Rt, we consider
KLeg(V ) ∈ D(V × V ∗).

Definition 1.13. The Fourier-Sato-Tamarkin transform is defined as the
functor

FT : D(X × Vz × R)→ D(X × V ∗
ζ ),

FT(F ) = “F := F ⋆
Vz

KLeg(V )[dimV ].

One can see that the restriction of FT on D(X × Vz) is an equivalence of
categories in [Tam18, Theorem 3.5].
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Sometimes, for F ∈ D(V ∗
ζ ), we will use the notation

(1.6) ÁF := KLeg(V )[dimV ] ◦
V ∗
ζ

F.

Geometrically, the set Leg(V ) is associated with the Legendre transform
between V and V ∗. The important thing for us is the microsupport estimate
under the Fourier-Sato-Tamarkin transform. Combining Theorem 3.5 and
Theorem 3.6 (and its proof) of [Tam18], we have

Theorem 1.14. Let φ : J1(X × V )→ J1(X × V ∗) be the map
φ(q,p, z, ζ, t) = (q,p, ζ,−z, t− ⟨z, ζ⟩), where we identify V ∗∗ with V
naturally. Then for F ∈ D(X × V ), we have the microsupport relation:

(1.7) µsL(“F ) = φ(µsL(F )).

Proof. The original statement of [Tam18, Theorem 3.6] claim that µs(“F ) ⊂
φ0(µs(F )), here φ0(q,p, z, ζ) = (q,p, ζ,−z). However, the proof indicates
that the inclusion can be lifted to J1(X × V ) and φ, i.e.:

µsL(“F ) ⊂ φ(µsL(F )).
Moreover, Theorem 3.5 in loc. cit. shows that the Fourier transform F 7→ “F
has an inverse which is given by G 7→ Ǧ = G ⋆

V ∗
ζ

KLeg′(V ) where Leg′(V ) =

{(ζ, z, t) : t ≥ ⟨z, ζ⟩} ⊂ V ∗ × V × Rt. We also have an estimate

µsL(Ǧ) ⊂ φ−1(µsL(G)).

Then the equal of (1.7) follows by taking G = “F . □

1.3. Guillermou-Kashiwara-Schapira sheaf quantization

As a sheaf pattern of Hamiltonian action, we introduce the Guillermou-
Kashiwara-Schapira (GKS for short) sheaf quantization as a basic tool here,
see [GKS12] for more details.

Consider Ṫ ∗Y as a symplectic manifold equipped with the Liouville
symplectic form and with a R>0-action by dilation along the cotangent
fibers. If φ : I × Ṫ ∗Y → Ṫ ∗Y is a R>0-equivariant symplectic isotopy, one
can show that it must be Hamiltonian with a R>0-equivariant Hamiltonian
function H.

For the author's personal use only.

For the author's personal use only.



✐

✐

“1-Zhang” — 2024/9/15 — 0:44 — page 460 — #20
✐

✐

✐

✐

✐

✐

460 Bingyu Zhang

Consider its total graph

(1.8) Λφ :=
¶
(z,−Hz ◦ φz(q,p), (q,−p), φz(q,p)) : (q,p) ∈ Ṫ ∗Y, z ∈ I

©
.

Then Guillermou, Kashiwara, and Schapira proved the following theo-
rem:

Theorem 1.15 ([GKS12, Theorem 3.7]). Using the above notation, we
have a sheaf K = K(φ) ∈ D(I × Y 2) such that

1) ˙SS(K) = Λφ, 2) K0 = K∆Y 2 , where Kz = K|{z}×Y 2.

If we set K−1
z = v−1RHom(Kz, ωY

L
⊠KY ), v(q1, q2) = (q2, q1), q1, q2 ∈

Y, z ∈ I, then

a) supp(K) ⇒ I × Y are both proper,

b) Kz ◦K−1
z
∼= K−1

z ◦Kz
∼= K∆Y 2 ,

c) K is unique up to a unique isomorphism.

Consequently, F 7→ F ◦Kz, D(Y )→ D(Y ) is an equivalence of categories
for all z ∈ I, whose quasi inverse is F ◦K−1

z .

For F ∈ D(Y ), z0 ∈ I, we have

(1.9) ˙SS(F ◦Kz0) = φz0( ˙SS(F )).

It means that, geometrically, ◦Kz acts as the Hamiltonian isotopy φ.

Remark 1.16. Our convention for (1.8) is different from [GKS12]. Specif-
ically, (1.8) is Λφ−1 in loc. cit., and then our Kz should be K−1

z in loc. cit.
We choose such a convention for our convenience in adapting Chiu’s proof
for Proposition 2.8 without causing further consistency problems.

Let us describe two situations where we will use the theorem.

I) Let φ : I × T ∗X → T ∗X be a compactly supported Hamiltonian isotopy.
For Y = X × Rt, one can lift φ to φ̂ : I × Ṫ ∗Y → Ṫ ∗Y . Specifically, we have
the following:

Proposition 1.17 ([GKS12, Proposition A.6]). Let φ : I × T ∗X →
T ∗X be a compactly supported Hamiltonian isotopy, whose Hamiltonian
function is H ∈ C∞(I × T ∗X).

There is a R>0-equivariant Hamiltonian isotopy φ̂ : I × Ṫ ∗Y → Ṫ ∗Y such
that:
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a) The function “H(z, q, t,p, τ) = τH(z, q,p/τ) is a Hamiltonian function of
φ̂ on {τ ̸= 0}.
b) The lifting φ̂ commutes with both the symplectization and the Tamarkin’s
cone map.
c) We can take

φ̂(z, q, t,p, τ) = (τ · φ(z, q,p/τ), t− SH(z, q,p/τ)), τ ̸= 0,

φ̂(z, q, t,p, 0) = (q,p, t+ v(z), 0), τ = 0,

where u ∈ C∞(I × T ∗X), v ∈ C∞(I), and SH(z, q,p) =
∫ z
0 [α(XHλ

)−Hλ] ◦
φλH(q,p)dλ is the symplectic action function.
We call this φ̂ or φ̂z the conification of φ.

Remark 1.18. We notice that it is easy to lift φ to T ∗X × T ∗
τ>0Rt without

the compactly supported assumption, however this is not enough to apply
the Guillermou-Kashiwara-Schapira theorem. If we want to lift φ to Ṫ ∗(X ×
Rt), we need the compactly supported condition.

Now, applying Theorem 1.15 to φ̂, we obtain a sheaf K(φ̂) ∈ D(I ×X2 ×
R2
t ).
In our later application, we prefer to use only one t-variable, and to use

convolution. This is possible as follows. Consider m(t1, t2) = t2 − t1, then
[Gui23, Corollary 2.3.2] shows that there is a unique K(φ̂) ∈ D(I ×X2 × Rt)
such that K(φ̂) ∼= m−1K(φ̂), and K(φ̂) ∼= Rm!K(φ̂). Then we can take K(φ̂)
as the sheaf quantization of φ. One can show that, for F ∈ D(X × R), we
have F ◦K(φ̂z) ∼= F ⋆K(φ̂z), see Remark 1.9.

By the commutativity of the lifting with symplectization, we have the
following estimates for the Legendrian microsupport and sectional micro-
support of K(φ̂):

µsL(K(φ̂)) ⊂ {(z,−H(q,p),q,−p, φz(q,p),−SH(z,q,p)) :
(z,q,p) ∈ I × T ∗X},

µs(K(φ̂)) ⊂ {(z,−H(q,p),q,−p, φz(q,p)) :
(z,q,p) ∈ I × T ∗X}.

(1.10)

From the point of view of (1.9), for F ∈ D(X × R), we have

(1.11) µs(F ⋆K(φ̂z)) = µs(F ◦K(φ̂z)) = φz(µs(F )).

II) Let φ : I × T ∗X × S1 → T ∗X × S1 be a contact isotopy of T ∗X × S1

with a contact Hamiltonian H ∈ C∞(I × T ∗X × S1). One can lift φ to a
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Z-equivariant contact isotopy φ′ of J1(X) = T ∗X × Rt, where Z acts by
shifting t. Here, by Z-equivariant, we mean that J1(Tk)φ

′ = φ′J1(Tk) for
k ∈ Z, where J1(Tk)(q,p, t) = (q,p, t+ k).

Remark 1.19. In the symplectic case the Hamiltonian H does not depend
on t, and does commute with T′

c for all real number c. In the contact case,
φ′ commute with T′

c only when for c = k ∈ Z.

Then it is easy to lift φ′ to the symplectization, T ∗X × T ∗
τ>0Rt, of J

1(X)

to a Z× R>0 equivariant Hamiltonian isotopy “φ′ : I × T ∗X × T ∗
τ>0Rt →

T ∗X × T ∗
τ>0Rt. Here, by Z-equivariance, we mean that dT∗

k
“φ′ = “φ′dT∗

k for
k ∈ Z, where dT∗

k(q,p, t, τ) = (q,p, t+ k, τ) is the cotangent map of the
shifting map Tk(q, t) = (q, t+ k).

Similarly to the symplectic case, the compactly supported condition is
necessary to extend “φ′ to whole Ṫ ∗(X × Rt).

In this case, we still take the sheaf quantizationK = K(“φ′) ∈ D(I ×X2 ×
R2) of “φ′ as sheaf quantization of φ. However now, since the contact Hamil-

tonian H(q,p, t) will depend on the variable t, K = K(“φ′) is not pulled back
from D(I ×X2 × R) by m. So, we will work with compositions rather than
convolutions.

The Z-equivariance is inherited by the sheaf K(“φ′). Precisely, it means
that

(1.12) K(“φ′) ◦K∆X2×{(t,t+k):t∈R}
∼= K∆X2×{(t,t+k):t∈R} ◦K(“φ′).

This is due to K∆X2×{(t,t+k):t∈R} = KΓTk
quantizes dT∗

k, then we apply the

uniqueness part of Theorem 1.15 to “φ′ = d(T−1
k )∗“φ′dT∗

k = dT∗
−k
“φ′dT∗

k to
obtain the isomorphism (1.12).

1.4. Equivariant sheaves

Here, we review basic notions of equivariant sheaves. We refer to [BL94] for
all details about the general theory of equivariant sheaves and equivariant
derived categories. Suppose G is a compact Lie group. For a manifoldX with
a G action ρ : G×X → X, a G-equivariant sheaf is a pair (F, ψ) where
F ∈ Sh(X) and ψ : ρ−1F ∼= π−1

G F is an isomorphism of sheaves satisfying
the cocycle conditions:

d−1
0 ψ ◦ d−1

2 ψ = d−1
1 ψ, s−1

0 ψ = IdF ,
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where

d0(g, h, x) = (h, g−1x), d1(g, h, x) = (gh, x),

d2(g, h, x) = (g, x), s0(x) = (e, x).

A sheaf morphism between two G-equivariant sheaves is equivariant if it
commutes with the ψ’s. We set ShG(X) be the category of G-equivariant
sheaves. For example, when X = pt, ShG(X) ≃ K[G]−Mod, the category
of all G-modules. The category of G-equivariant sheaves ShG(X) is abelian.
Moreover, Grothendieck proved in [Gro57] that when G is finite, ShG(X) ad-
mits enough injective objects. Therefore, the derived category D(ShG(X))
makes sense for finite groups, which is treated as a naive version of equiv-
ariant derived category of sheaves.

For general topological groups, the naive version is not good as our ex-
pectation. A basic difference is that Ext∗D(ShG(X))(KX ,KX) is not isomorphic
to the equivariant cohomology of X. A more serious problem is how to define
6-operations with correct adjunction properties.

To resolve these problems, we must use the equivariant derived cate-
goryDG(X) defined by Burnstein-Lunts, in where the expected isomorphism
holds, and the correct 6-operations live.

For the compact Lie group G, there exists a universal bundle EG and a
classifying space BG = G\EG, which are unique up to homotopy. Now, we
have a diagram of topological spaces:

X
p←− X × EG q−→ X ×G EG.

Definition 1.20. An object F ∈ DG(X) is a triple F = (FX , F , βF ), where
FX ∈ D(X), F ∈ D(X ×G EG), and βF : p−1FX → q−1F is an isomorphism
in D(X × EG). A morphism α : F → H is a pair (αX , α) where αX : FX →
HX , α : F → H, and a commutative diagram in D(X × EG):

p−1FX q−1F

p−1HX q−1H.

βF

p−1αX q−1α

βH

For example, the equivariant constant sheaf is given by KG
X =

(KX ,KX×GEG, IdKEG
). The natural functor DG(X)→ D(X ×G EG), F =

(FX , F , βF ) 7→ F is fully faithful.

For the author's personal use only.

For the author's personal use only.



✐

✐

“1-Zhang” — 2024/9/15 — 0:44 — page 464 — #24
✐

✐

✐

✐

✐

✐

464 Bingyu Zhang

We have a forgetful functor For : DG(X)→ D(X) which is given by

F = (FX , F , βF ) 7→ FX .

In general, for Lie subgroups H ⊂ G, we have a restriction functor For :
DG(X)→ DH(X), and the forgetful functor correspondence to the case H
trivial.

The microsupport of equivariant objects can be defined as follows:

Definition 1.21. For an object F = (FX , F , β) ∈ DG(X), where FX ∈
D(X), we define the microsupport of F to be SS(F ) := SS(FX).

This definition makes sense since the contractibility of EG and Theo-
rem 1.4-(4).

For a G-map f : X → Y between smooth manifolds, we define maps
induced from f as follows:

X X × EG X ×G EG

Y Y × EG Y ×G EG.
f

p q

f̂ f

p′ q′

Then we can define 6-operations. For example, we have Rf∗F =
(Rf∗FX ,Rf∗F̄ ,Rf̂∗βF ).

Proposition 1.22. All properties of the 6-operations hold in the equivari-
ant case. The 6-operations commute with the forgetful functor.

Remark 1.23. Since the 6-operations commute with the forgetful functor,
we will frequently use the notation of non-equivariant 6-operations to denote
the equivariant 6-operations without explicit emphases.

In the equivariant derived category, we can obtain the expected isomor-
phism:

Ext∗DG(X)(KX ,KX) ∼= Ext∗D(X×GEG)(KX×GEG,KX×GEG)(1.13)

∼= H∗(X ×G EG,K).

In particular, when X = pt is a point, we have

(1.14) Ext∗DG(pt)(K,K) ∼= H∗(BG,K).
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For example,

Ext∗DZ/ℓ(pt)
(K,K) ∼= H∗(L∞

ℓ ,K) ∼= K[u, θ],(1.15)

where L∞
ℓ = S∞/(Z/ℓ) is the infinite dimensional lens space, K is a finite

field of char(K)|ℓ, |u| = 2, |θ| = 1, and θ2 = ku (k = 0 if ℓ is odd and k =
ℓ/2 otherwise). The computation can be found in [Hat02, Example 3E.2,
Exercise 3E.1].

Remark 1.24. In [BL94], the authors use finite-dimensional approxima-
tions of EG to define 6-operations. The reason is, classically, the 6-operations
and related propositions (especially the proper base change) are demon-
strated for finite (cohomological) dimensional locally compact Hausdorff
spaces while X ×G EG is not in this class. However, in the framework of
[SS16], the authors introduce a relative notion called separated locally proper
maps, for which a proper base change formula is true. In particular, our f̂
and f are separated locally proper, and f̂! and f ! have finite cohomological
dimension. Consequently, we can provide simpler formula for the equivariant
6-operations, and they also work in the unbounded derived category.

For discrete groups G, both the naive and advanced versions are equiv-
alent, i.e., D(ShG(X)) ≃ DG(X). In particular, D(K[G]−Mod) ≃ DG(pt).
In practice, we will use them alternatively without mentioning explicitly. As
a rule of convenience, we only write a lower subscript G for all possible places
to indicate that we are working on some version of equivariant categories.

2. Projectors, Chiu-Tamarkin complex, and capacities

2.1. Projectors associated to open sets in T ∗X

In this subsection, we are going to study the categories related to sheaves
microsupported in an open set U ⊂ T ∗X. Next, we will construct kernels of
the projectors onto these categories.

For a closed subset Z ⊂ T ∗X we define DZ(X) as the full subcategory
of D(X) consisting of the sheaves satisfying µs(F ) ⊂ Z. For an open subset
U ⊂ T ∗X we define DU (X) to be the left semi-orthogonal complement of
DT ∗X\U (X) in D(X), i.e., DU (X) = ⊥DT ∗X\U (X).

Now we have a diagram of inclusions

(2.1) DT ∗X\U (X) →֒ D(X) ←֓ DU (X)
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Following Tamarkin and Chiu, we are looking for convolution kernels
that represent microlocal projector functors and give the corresponding
semi-orthogonal decomposition.

Definition 2.1. We say U isK-admissible if there is a distinguished triangle

PU → K∆X2×[0,∞) → QU
+1−−→,

in D(X2), such that the convolution functor ⋆PU is right adjoint to
DU (X) →֒ D(X) and ⋆QU is left adjoint to DZ(X) →֒ D(X), i.e.,

DZ(X)
⋆QU←−−− D(X)

⋆PU−−→ DU (X),

are two microlocal projectors.
Such a pair of sheaves (PU , QU ) together with the distinguished triangle

give an orthogonal decomposition of D(X) by Proposition 1.10. We call the
pair (PU , QU ) microlocal kernels associated with U , and the distinguished
triangle as the defining triangle of U .

We say U is admissible if U is Z-admissible.

Remark 2.2. 1) We define theK-admissibility of U at the beginning. How-
ever the coefficient dependence seems redundant because our existence re-
sults in the following work for all K, especially for K = Z. Moreover, one
can show that if U is admissible, then U is K-admissible for all K (by taking

the tensor product K
L
⊗Z with kernels and then use the uniqueness below).

From this point of view, we do not emphasize the coefficient ring K for the
kernels (PU , QU ). We will see later that the K does affect the computation
of the Chiu-Tamarkin complex.

2) The adjoint functors of the inclusion functor DT ∗X\U (X) →֒ D(X) is also
studied in [Kuo23]. The author constructs the left and right adjoint of the
inclusion functor, which are called infinite wrapping functors. Same with
our existence results below (e.g. Corollary 2.10), the author also use the
Guillermou-Kashiwara-Schapira sheaf quantization as a fundamental tool.
Our point here is the existence of the kernel PU .

In the following, we will present the functorial property, uniqueness of
kernels, and existence of kernels for bounded open sets. Let us start with
some basic facts.
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Lemma 2.3. Suppose U1 ⊂ U2 is an inclusion between K-admissible open
subsets in T ∗X and their defining triangles are

PUi

ai−→ K∆X2×[0,∞)
bi−→ QUi

+1−−→, i = 1, 2.

1) We have QU2
⋆ PU1

∼= 0, and the natural morphism

a2 ⋆ PU1
= [PU2

⋆ PU1
→ PU1

],

is an isomorphism. In particular, we have PU ⋆ PU ∼= PU and QU ⋆ PU ∼= 0
for any admissible open set U .

2) For any admissible open set U and for all F,G ∈ D(X2 × R), we have
the isomorphism:

HomD(X2×R)(F ⋆ PU , G ⋆ PU )→ HomD(X2×R)(F ⋆ PU , G).

3) We have RHom(PU1
, QU2

) ∼= 0 and

(2.2) RHom(PU1
, a2) : RHom(PU1

, PU2
) ∼= RHom(PU1

,K∆X2×[0,∞)).

Proof. (1) follows from the definition. For (2), consider the functor P̃(F ) =
F ⋆ PU : D(X2 × R)→ D(X2 × R), which is a projector on D(X2 × R)op in
the sense of [KS06, Definition 4.1.1]. Notice that, the functor P̃ has the same
formula as the microlocal projector but they have different domains. Then
(2) follows from Proposition 4.1.3 in loc.cit.. For the vanishing of (3), we take
U = U1, F = K∆X2×{0}, and G = QU2

[d] for all d ∈ Z in (2). Next, applying
RHom(PU1

,−) to the defining triangle of U2, we have that RHom(PU1
, a2)

is an isomorphism. □

The functorial property of microlocal kernels is proven in [Chi17, Theo-
rem 4.7(2)] for the contact case, and the uniqueness appears in [Zha20,
Section 4.6] for the symplectic case. Here, we prove a strong form of the
functorial property of kernels, which ensures that the defining triangle is
also functorial and unique.

Proposition 2.4. For any inclusion U1 ⊂ U2 ⊂ T ∗X between K-admissible
open subsets and their defining triangles

PUi

ai−→ K∆X2×[0,∞)
bi−→ QUi

+1−−→, i = 1, 2,

we have a morphism between the defining triangles:
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PU1
K∆X2×[0,∞) QU1

PU2
K∆X2×[0,∞) QU2

.

a

a1 b1

Id b

+1

a2 b2 +1

These morphisms a, b are natural with respect to inclusions of admissible
open sets. In particular, when U1 = U2 (while PU1

and PU2
are a priori

not the same), the morphism of the defining triangles is an isomorphism of
distinguished triangles.

Proof. The construction of a, b can be found in [Chi17, Theorem 4.7(2)].
He verifies that a1 = a2a and b2 = bb1 and a, b are natural with respect to
inclusions. However a priori, a, b do not give a morphism of distinguished
triangle.

So, we consider the following morphism of distinguished triangles con-
structed by TR3:

PU1
K∆X2×[0,∞) QU1

PU2
K∆X2×[0,∞) QU2

.

a

a1 b1

Id ψ

+1

a2 b2 +1

Then we have ψb1 = b2. As a corollary of Lemma 2.3-(3), we have the
isomorphism:

Hom(QU1
, QU2

)
−◦b1−−−→ Hom(K∆X2×[0,∞), QU2

).

Finally, one conclude that b = ψ since their image under the isomorphism
− ◦ b1 is b2. □

By the results of [GKS12] recalled in subsection 1.3, there existsK ∈ D(X2 ×
Rt) (taking K = K(φ̂)z) such that the convolution functor

D(X × Rt)→ D(X × Rt), F 7→ F ⋆K,

is an equivalence of categories and µsL(F ⋆K) = φz(µsL(F )). Since φ̂z pre-
serves τ of T ∗(X × Rt), this functor descends to the quotient D(X) and
gives an auto-equivalence.

Corollary 2.5. [Chi17, Proposition 4.5]Let U ⊂ T ∗X be an admissible
open set, and φ be a compactly supported Hamiltonian isotopy φ : I ×
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T ∗X → T ∗X. Then φz(U) is admissible for all z ∈ I and we have an iso-
morphism Pφz(U)

∼= K−1 ⋆ PU ⋆K.
In particular, for U = T ∗X, the isomorphism is realized by:

K∆X2×[0,∞)
∼= K−1 ⋆K ⋆K∆X2×[0,∞)

∼= K−1 ⋆K∆X2×[0,∞) ⋆K.

On the other hand, we can also consider the rescaling of the size of U (or
the rescaling of the symplectic form). To be simpler, assume thatX = Rd is a
R-vector space. Consider the map R : X × R→ X × R, (q, t) 7→ (q/r, t/r2)
for r > 0. Then Theorem 1.4-(2) shows that

SS(R!F ) = {(rq,p/r, r2t, τ/r2) : (q,p, t, τ) ∈ SS(F )}.

Therefore, if µs(F ) ⊂ T ∗X \ U , we have µs(R!F ) ⊂ T ∗X \ rU since
ρ(rq,p/r, r2t, τ/r2) = (rq, (p/r)/(τ/r2)) = (rq, r(p/τ)). We can directly
verify that R! : D(X2 × Rt)→ D(X2 × Rt) induces an equivalence R! :

DU (X)
∼=−→ DrU (X) whose quasi inverse is R−1

! . Then we have an isomor-
phism of functors ⋆PrU ∼= R−1

! (− ⋆ PU )R!. Moreover, we have

Corollary 2.6. Let U ⊂ T ∗Rd be an admissible open set, and r > 0.
Then rU is admissible and we have an isomorphism PrU ∼= R̄!PU where
R̄(q, q′, t) = (q/r, q′/r, t/r2).

Proof. Obviously, we have a distinguished triangle

R̄!PU → K∆X2×[0,∞) → R̄!QU
+1−−→ .

Let us show that it is a defining triangle of rU . If so, the result follows from
the uniqueness.

Take R = KΓR
and R−1 = KΓR−1 where Γg denotes the graph of g. Then

we have an isomorphism of functors ◦R ∼= R!. Be careful that the convolu-
tion kernels R,R−1 are objects in D((X × R)2), and they cannot descent
to D(X2). So, we are necessary to consider compositions rather than convo-
lutions. Based on Remark 1.9, we take PU = m−1PU and QU = m−1QU
to guarantee that we have isomorphisms of functors: ◦PU

∼= ⋆PU and
◦QU

∼= ⋆QU . In the following, we only discuss PU , but all the rest are true
for QU .

The previous discussion shows that ◦PrU
∼= R−1

! (− ◦PU )R!
∼= − ◦

(R−1 ◦PU ◦ R) as functors. Noticed that ◦ here only represent composi-
tion of sheaves. On the other hand, we have isomorphisms of composition
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kernels: R−1 ◦PU ◦ R ∼= (R×R)!PU . It follows from the general fact that
A ◦KΓg

∼= (Id× g)!A and KΓg−1 ◦A ∼= (g × Id)!A for any A and g.

Then we conclude by the base change isomorphism (R×R)!m−1 ∼=
m−1R̄!. □

Now, let us study the existence of admissible open sets U ⊂ T ∗X. In gen-
eral, we can take a smooth Hamiltonian function H such that U = {H < 1}
([Lee03, Theorem 2.29]). Our tools to construct kernels are sheaf quantiza-
tions and the Fourier-Sato-Tamarkin transform.

For our later application for toric domains, let us state our idea in a
more general form. Suppose there is a Hamiltonian Rmz -action on T ∗X, i.e.,
a symplectic action φ : Rmz × T ∗X → T ∗X with a moment map µ : T ∗X →
(Rmz )

∗ = Rmζ . Let us consider U of the form µ−1(Ω), where Ω ⊂ Rmζ . We

assume that there exists a sheaf quantization K ∈ D(Rmz ×X2) associated
with the Hamiltonian action in the sense:

K|z=0
∼= K∆X2×[0,∞),

µs(K) ⊂ {(z,−µ(q,p),q,−p, φz(q,p)) : (z,q,p) ∈ Rmz × T ∗X}.
(2.3)

Remark 2.7. One can see that when m = 1, it is exactly the single Hamil-
tonian situation µ = H. Now, if we additionally assume that µ = H is com-

pactly supported up to constant, then we can take K = K(”φH) ⋆K[0,∞) as

the sheaf quantization. Here, K(”φH) is introduced in subsection 1.3.
In fact, as [GKS12, Remark 3.9] discussed, if we have an Hamiltonian

action of Rm with m > 1, the sheaf quantization exists if the action is com-
pactly supported.

The sheaf K lives over the z-variable space. Intuitively, if we want to
restrict the microsupport of some sheaves into Ω ⊂ Rmζ , we need a sheaf
transform to interchange z and ζ variables, which are dual to each other.
Then we cut-off the support of the resulting sheaf in some way. This op-
eration is classical in mechanics and thermodynamics, i.e. the Legendre
transform. We have noticed that the sheaf correspondence of the Leg-
endre transform is the Fourier-Sato(-Tamarkin) transform. Consequently,
let us apply the Fourier-Sato-Tamarkin transform to the z-variable, i.e.
K̂ = K ⋆KLeg(Rm

ζ )[m] ∈ D(Rmζ ×X2). So by (2.3) and (1.7), we have

(2.4) µs(K̂) ⊂ {(µ(q,p), z,q,−p, φz(q,p)) : (z,q,p) ∈ Rmz × T ∗X}.
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Then, we construct the kernels in the following way. Consider the excision
triangle in D(Rmζ ):

KΩ → KRm
ζ
→ KRm

ζ \Ω
+1−−→ .

Composing the distinguished triangle with K̂, we obtain a distinguished
triangle in D(X2):

K̂ ◦KΩ → K̂ ◦KRm
ζ
→ K̂ ◦KRm

ζ \Ω
+1−−→ .

By the associativity of convolutions and compositions (see (1.2)), we

have K̂ ◦ F = (K ⋆KLeg(Rm
ζ )[m]) ◦ F ∼= K ⋆ (KLeg(Rm

ζ )[m] ◦ F ) ∼= K ⋆ ÁF for

F ∈ D(Rmζ ), where ÁF = KLeg(Rm
ζ )[m] ◦ F in (1.6).

So as KLeg(Rm
ζ )[m] ◦KRm

ζ
= K{z=0, t≥0}, we have

(K̂ ◦KRm
ζ
) ∼= K ⋆K{z=0, t≥0}

∼= K∆X2×[0,∞),

where the last isomorphism comes from (2.3), i.e., K|z=0
∼= K∆X2×[0,∞).

Therefore, we have the distinguished triangle

K̂ ◦KΩ → K∆X2×[0,∞) → K̂ ◦KRm
ζ \Ω

+1−−→ .

Proposition 2.8. Let φ be a Hamiltonian Rmz -action on T ∗X with a mo-
ment map µ : T ∗X → Rmζ . We assume that there exists a sheaf quantization

K ∈ D(Rmz ×X2 × Rt) of the Hamiltonian action in the sense of (2.3). For
an open subset Ω ⊂ Rmζ such that for all ζ ∈ Ω, µ−1(ζ) is compact, the open

set U = µ−1(Ω) ⊂ T ∗X is admissible.
More precisely, the pair of sheaves

(2.5) PU := K̂ ◦KΩ, QU := K̂ ◦KRm
ζ \Ω,

and the distinguished triangle

(2.6) K̂ ◦KΩ → K∆X2×[0,∞) → K̂ ◦KRm
ζ \Ω

+1−−→,

provide the microlocal kernels of U and the semi-orthogonal decomposi-
tion.

Proof. Our construction is a straightforward generalization of Chiu’s result
[Chi17, Theorem 3.11]. One only needs to notice that we consider a Hamil-
tonian Rmz -action more than a single Hamiltonian function, and we replace
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(−∞, R) in Chiu’s paper by Ω. The properness condition of Ω is a techni-
cal condition that is automatically true in the situation of Chiu. One can
check the proof of Chiu to confirm that our condition is enough to ensure
the virtue of the semi-orthogonal decomposition without any other modifi-
cation. Furthermore, Chiu’s argument works for Z. So we obtain not only
K-admissibility but also admissibility. □

Definition 2.9. We say an admissible open set U is dynamically admissible
if there exists φ, K, Ω that satisfies Proposition 2.8.

So, for dynamically admissible sets, Proposition 2.8 provides us with a
standard way to construct microlocal kernels. Now, let us state some corol-
laries.

Corollary 2.10. Bounded open sets are dynamically admissible.

Proof. Let U ⊂ T ∗X be a bounded open set, we have T ∗X \ U is a closed
subset of T ∗X. Then there exists a smooth function H : T ∗X → [0, 1] such
that U = {H < 1} and T ∗X \ U = {H ≥ 1}. Actually, we take a non neg-
ative function f such that f−1(0) = T ∗X \ U , see [Lee03, Theorem 2.29].
Then we take H(x) = 1− f(x).

Since U is bounded, the subsets {H = a} ⊂ U with a < 1 are compact.
Moreover, dH has compact support. So we can take the GKS quantization

K(”φH). Then the result follows from Proposition 2.8 by taking Ω = (−∞, 1).
□

The second corollary here concerns the kernel of products of open sets.

Corollary 2.11. Suppose we have two bounded open sets Ui ⊂ T ∗Xi, with
two pairs of kernels (PUi

, QUi
), i = 1, 2. Then U1 × U2 is dynamically ad-

missible and PU1×U2
∼= PU1

□⋆ PU2
.

Proof. By the assumption, we have two Hamiltonian functions Hi ∈
C∞(T ∗Xi) such that Ui = {Hi < 1} and we associate with them two sheaf
quantizations Ki. Then

(PUi
, QUi

) = (K̂i ◦K(−∞,1), K̂i ◦K[1,∞)), i = 1, 2.

Now, consider the product Hamiltonian R2
z-action on T ∗(X1 ×X2) whose

moment map is µ = (H1, H2). Then K1 □⋆ K2 is a sheaf quantization of the
Hamiltonian action in the sense of (2.3).
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Observe that if we take Ω = {ζ = (ζ1, ζ2) : ζ1 < 1, ζ2 < 1}, then we have
U1 × U2 = µ−1(Ω). Consequently, Proposition 2.8 implies that U1 × U2 is
admissible by the following distinguished triangle

K̂ ◦KΩ → K∆×{t≥0} → K̂ ◦KR2
ζ\Ω

+1−−→ .

Subsequently, let us compute K̂ ◦KΩ.
Recall

K̂ ◦KΩ
∼= K ⋆ÈKΩ.

Notice Ω is an open convex set. Therefore, ÈKΩ = K{(z,ζ,t):t+z·ζ≥0}[2] ◦KΩ is
the constant sheaf KΩ◦ supported on the polar cone Ω◦ of Ω, where

Ω◦ = {(z, t) : t+ z · ζ ≥ 0, ∀ζ ∈ Ω}.

In fact, K{(z,ζ,t):t+z·ζ≥0}[2] ◦KΩ is isomorphic to the classical Fourier-Sato
transform of the constant sheaf supported on the conification of Ω (upto
a degree shifting depends only on dimension). The conification is a convex
cone. The Fourier-Sato transform of a constant sheaf supported on a convex
cone is the constant sheaf supported on the polar cone of the given cone.
A direct computation shows that the polar cone of the conification of Ω is
exactly Ω◦. Then, our computation follows.

In particular, when Ω = {ζ1 < 1, ζ2 < 1}, we have Ω◦ = {(z, t) : z =
(z1, z2), , z1 ≤ 0, z2 ≤ 0, t ≥ −(z1 + z2) ≥ 0}. Moreover, KΩ◦

∼= Rs2t!(Kγ1×γ2),
where γi = {(zi, t) : t ≥ −zi ≥ 0}.

Now we have

K̂ ◦KΩ
∼= K ⋆ÈKΩ

∼= K ⋆KΩ◦
∼= K ⋆ Rs2t!(Kγ1×γ2)

∼= (K1 □⋆ K2) ⋆ Rs
2
t!(Kγ1×γ2)

∼= (K1 ⋆Kγ1) □⋆ (K2 ⋆Kγ2).

Finally, noticing that K{(z,t):t≥−z≥0}
∼= K{(z,ζ,t):t+zζ≥0}[1] ◦K(−∞,1), one can

conclude that

PU1×U2
∼= K̂ ◦KΩ

∼= (K1 ⋆Kγ1) □⋆ (K2 ⋆Kγ2)
∼= PU1

□⋆ PU2
.

□

2.2. Chiu-Tamarkin complex

Let Z/ℓ be the finite cyclic group of order ℓ ∈ N and X be a smooth manifold
of dimension d.
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Now take an admissible open set U ⊂ T ∗X, and let PU be the kernel
associated with U . The manifold (X2 × Rt)ℓ admits a Z/ℓ-action induced by
the cyclic permutation of the ℓ factors. According to [Lon21, Section 2.2], the

object P
L

⊠ℓ
U of D((X2 × Rt)ℓ) has a natural lift StD(PU ) as an object of the

equivariant derived category DZ/ℓ((X
2 × Rt)ℓ), which we also denote, due to

historical reason, by P
L

⊠ℓ
U . Then we have P□⋆ℓ

U = Rsℓt!P
L

⊠ℓ
U ∈ DZ/ℓ((X

2)ℓ × Rt).
Consider the Z/ℓ-equivariant maps

πq : Xℓ × R→ R,

∆̃X : Xℓ × R→ X2ℓ × R,

∆̃X(q1, . . . ,qℓ, t) = (qℓ,q1,q1, . . . ,qℓ−1,qℓ−1,qℓ, t),

iT : {T} →֒ R,

where q = (q1, . . . ,qℓ) and ∆̃X is a twisted diagonal map of X.
There is an adjoint pair (αℓ,T,X , βℓ,T,X):

F ∈ DZ/ℓ((X
2 × Rt)ℓ) DZ/ℓ(pt) ∋ G,

αℓ,T,X

βℓ,T,X

defined by:

αℓ,T,X(F ) = i−1
T Rπq!∆̃

−1
X Rsℓt! (F ) ,

βℓ,T,X(G) = sℓ!t ∆̃X∗π
!
q
iT∗G.

(2.7)

Now, we define a functor

(2.8) Fℓ,X = Rπq!∆̃
−1
X Rsℓt! : DZ/ℓ((X

2 × Rt)ℓ)→ DZ/ℓ(R).

Then αℓ,T,X = i−1
T Fℓ,X .

Similarly, we define α′
ℓ,T,X , β

′
ℓ,T,X , F

′
ℓ,T,X by removing sℓt in the corre-

sponding definitions. If there is no risk of confusion, forget some of ℓ, T,X
in subscripts of α, β, F for simplicity.

Remark 2.12. We will use αℓ,T,X , βℓ,T,X (α′
ℓ,T,X , β

′
ℓ,T,X), and Fℓ,X (F ′

ℓ,X)
in the non-equivariant categories. We denote them by the same notation
later.
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Definition 2.13. With the notation above, we first define

Fℓ(U,K) := Fℓ,X(P
L

⊠ℓ
U ) = F ′

ℓ,X(P
□⋆ℓ
U ) ∈ DZ/ℓ(R).

Then we define an object of DZ/ℓ(pt) that we call the Chiu-Tamarkin com-
plex by

C
Z/ℓ
T (U,K) = RHomZ/ℓ

Å
αℓ,T,X(P

L

⊠ℓ
U ),K[−d]

ã

= RHomZ/ℓ ((Fℓ(U,K))T ,K[−d])
∼= RHomZ/ℓ

Å
P

L

⊠ℓ
U , βℓ,T,XK[−d]

ã
.

We set A = Ext∗
Z/ℓ(K,K), which is isomorphic to H∗

Z/ℓ(BZ/ℓ.K) (see (1.14)).

Then H∗C
Z/ℓ
T (U,K) is a graded module over A ∼= Ext∗

Z/ℓ(K[−d],K[−d]) via
the Yoneda product.

When ℓ = 1, i.e. the cyclic group Z/1 is trivial, we also denote the non-

equivariant Chiu-Tamarkin complex C
Z/1
T (U,K) by CT (U,K).

Remark 2.14. 1) The object C
Z/ℓ
T (U,K) is mentioned by Tamarkin in

[Tam15], and is defined explicitly by Chiu in [Chi17]. Our definition looks
slightly different from the definition of Chiu. However, one can check di-
rectly that, when X is orientable, βℓ,T,XK[−d] is exactly the constant sheaf
supported on the twisted diagonal with a degree shift depending only on ℓ

and dimX. So the complex C
Z/ℓ
T (U,K) is essentially the same as what Chiu

defined.

2) Recall Lemma 2.3, we have that, for all ℓ ∈ N≥2, P
⋆ℓ
U
∼= PU in D(X2).

Then we have F1(P
⋆ℓ
U ) ∼= F1(PU ). However the definition of convolution

shows F1(P
⋆ℓ
U ) ∼= Fℓ(P

L

⊠ℓ
U ). Therefore, we obtain an isomorphism, in the non-

equivariant derived category,

(2.9) F1(U,K) ∼= Fℓ(U,K).

So we have CT (U,K) ∼= RHom((Fℓ(U,K))T ,K[−d]) (in the non-equivariant

derived category). In this way, it is clear that C
Z/ℓ
T (U,K) is the equivariant

generalization of CT (U,K).

For the author's personal use only.

For the author's personal use only.



✐

✐

“1-Zhang” — 2024/9/15 — 0:44 — page 476 — #36
✐

✐

✐

✐

✐

✐

476 Bingyu Zhang

Let us compute an example when U = T ∗X. Recall PT ∗X = K∆X2×[0,∞),

so we have ∆̃−1
(
P□⋆ℓ
T ∗X

)
= K∆Xℓ×[0,∞). Then we obtain

Fℓ(T
∗X,K) = Rπq!(K∆Xℓ×[0,∞)) = E[0,∞),

where E = RΓc(∆Xℓ ,K), E[0,∞) is the constant sheaf supported on [0,∞)
and Z/ℓ acts on E = RΓc(∆Xℓ ,K) ∼= RΓc(X,K) trivially. Since Z/ℓ acts on
E trivially, we have, by Poincaré-Verdier duality,

C
Z/ℓ
T (T ∗X,K) ∼= RHomZ/ℓ(E,K[−d])(2.10)

∼= RHomZ/ℓ(K,K)
L
⊗RHom(E,K[−d])

∼= RHomZ/ℓ(K,K)
L
⊗RΓ(X,ωX [d])

∼= RHomZ/ℓ(K,K)
L
⊗RΓX(T ∗X,K)[d].

Finally, for T ≥ 0 and a field K, we have

H∗C
Z/ℓ
T (T ∗X,K) ∼= A⊗HBM

d−∗ (X,K) ∼= A⊗H∗+d
X (T ∗X,K),(2.11)

where HBM
∗ = H−∗(X,ωX) stands for the Borel-Moore homology of X.

One of the most important theorems about the Chiu-Tamarkin complex
is

Theorem 2.15 (Theorem 4.7 of [Chi17]). Let U,U1, U2 be admissible

open sets and let U1
i−֒→ U2 be an inclusion. Then one has, for T ≥ 0,

1) There is a morphism C
Z/ℓ
T (U2,K)

i∗−→ C
Z/ℓ
T (U1,K), which is functorial

with respect to inclusions of admissible open sets.

2) For a compactly supported Hamiltonian isotopy φ : I × T ∗X → T ∗X,

then there is an isomorphism, in the equivariant category, Φ
Z/ℓ
z,T :

C
Z/ℓ
T (U,K)

∼=−→ C
Z/ℓ
T (φz(U),K), for all z ∈ I. The isomorphism Φ

Z/ℓ
z,T is func-

torial with respect to the restriction morphisms in (1). When U = T ∗X, we

have Φ
Z/ℓ
z,T = Id.

Taking into account the structure of A = Ext∗
Z/ℓ(K,K)-modules, we have

Corollary 2.16. With the notation of Theorem 2.15, we have:

1) H∗(i∗) is a morphism of A-modules.
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2) H∗(Φ
Z/ℓ
z,T ) is an isomorphism of A-modules.

For our later application, let us present a proof here. The notation is the
same as in Theorem 2.15.

Proof of Theorem 2.15: 1) Recall Proposition 2.4 shows that we have a
natural morphism PU1

→ PU2
. Then we have an equivariant morphism

P
L

⊠ℓ
U1
→ P

L

⊠ℓ
U2

. Applying Fℓ, we obtain

(2.12) Fℓ(U1,K)
Fℓ(i,K)−−−−→ Fℓ(U2,K).

Then the first part follows by taking stalks over T .

2) To prove the invariance we use the expression C
Z/ℓ
T (U,K) ∼=

RHomZ/ℓ(P
□⋆ℓ
U , β′TK[−d]) given by the adjoint isomorphism.

• It is shown in Corollary 2.5 that we have an isomorphism Pφz(U)
∼= K−1 ⋆

PU ⋆K where K is given using the GKS quantization of φ.
Let us write Kℓ = K□⋆ℓ, K−1

ℓ = (K−1)□⋆ℓ. We remark that Kℓ has a natu-
ral lift in the equivariant category and that Kℓ, K−1

ℓ are mutually inverse
for the convolution. Hence Kℓ ⋆− is an equivalence and RHomZ/ℓ(G,H) ∼=
RHomZ/ℓ(Kℓ ⋆ G,Kℓ ⋆ H) for any G,H ∈ DZ/ℓ(X

2l × Rt). We denote by κ

the auto-equivalence on DZ/ℓ(X
2ℓ × Rt) induced by conjugation with Kℓ:

(2.13) κ(F ) := K−1
ℓ ⋆ F ⋆Kℓ.

Then we have an isomorphism P□⋆ℓ
φz(U)

∼= K−1
ℓ ⋆ P□⋆ℓ

U ⋆Kℓ = κ(P□⋆ℓ
U ), and

for U = T ∗X, the isomorphism is realized by K□⋆ℓ
∆X2×[0,∞)

∼= K−1
ℓ ⋆Kℓ ⋆

K□⋆ℓ
∆X2×[0,∞)

∼= K−1
ℓ ⋆K□⋆ℓ

∆X2×[0,∞) ⋆Kℓ. Then the composition induces the
isomorphism

RHomZ/ℓ(P
□⋆ℓ
U , β′TK)

κ∼= RHomZ/ℓ(κ(P
□⋆ℓ
U ), κ(β′TK))

∼= RHomZ/ℓ(P
□⋆ℓ
φz(U), κ(β

′
TK)).

• Therefore, to complete the proof, it is enough to construct an isomorphism
κ(β′TK) = K−1

ℓ ⋆ β′TK ⋆Kℓ ∼= β′TK. Compared to Chiu’s original proof, we
will construct the isomorphism explicitly.
Notice that β′TK is, up to orientation and shift, the constant sheaf on the
graph of the permutation map f : Xℓ → Xℓ, (q1, . . . ,qℓ) 7→ (q2, . . . ,qℓ,q1).
Set Y = Xℓ and identify Y 2 = (X2)ℓ by (q1

1, . . . ,q
1
ℓ ,q

2
1, . . . ,q

2
ℓ ) 7→
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(q1
1,q

2
1, . . . ,q

1
ℓ ,q

2
ℓ ). Then, up to degree shifting, we have

β′TK ∼= KΓf×{T} ⋆ E ∼= E ⋆KΓf×{T},

where E = δY 2!(ωY )
L
⊠K{0}, with ωY the dualizing sheaf and δY 2 the usual

diagonal embedding. In general, we have E ⋆− ∼= − ⋆ E.
Now we have the general fact G ⋆KΓg×{T}

∼= (IdY × g × TT )!(G) for any
G and any map g. This formula has the symmetric form KΓ′

g×{T} ⋆ G ∼=
(g × IdY × TT )!(G) where Γ

′
g is the switched graph Γ′

g = {(g(y), y) : y ∈ Y }.
When g is invertible, we have Γg−1 = Γ′

g. So, we obtain

Kℓ ⋆ β′TK ∼= Kℓ ⋆KΓf×{T} ⋆ E ∼= (IdY × f × TT )!(Kℓ) ⋆ E,

and

β′TK ⋆Kℓ ∼= E ⋆KΓf×{T} ⋆Kℓ = E ⋆KΓ′

f−1×{T} ⋆Kℓ
∼= E ⋆ (f−1 × IdY × TT )!(Kℓ).

In coordinate (X2)ℓ we have (f × f)((q1
j ,q

2
j ))j∈Z/ℓ = ((q1

j+1,q
2
j+1))j∈Z/ℓ. In

other words f × f is the cyclic permutation of the X2 factors in (X2)ℓ. It
is then clear that (f × f × IdR)!Kℓ ∼= Kℓ (even in the equivariant category).
Then we deduced that

β′TK ⋆Kℓ ∼= E ⋆ (f−1 × IdY × TT )!(Kℓ)
∼= E ⋆ (IdY × f × TT )!(Kℓ) ∼= Kℓ ⋆ β′TK.

Consequently, we have

κ(β′TK) = K−1
ℓ ⋆ β′TK ⋆Kℓ ∼= K−1

ℓ ⋆Kℓ ⋆ β′TK ∼= β′TK.

In summary, the Φ
Z/ℓ
z,T is defined as following. For any f ∈

Ext∗
Z/ℓ(P

□⋆ℓ
U , β′TK[−d]), we have

Φ
Z/ℓ
z,T (f) : P

□⋆ℓ
φz(U)

∼=κ(P□⋆ℓ
U )

κ(f)−−→ κ(β′K[−d])∼=β′K[−d].

The functoriality of Φ
Z/ℓ
z,T follows since κ is a functor.

For U = T ∗X, the isomorphism P□⋆ℓ
T ∗X
∼=κ(P□⋆ℓ

T ∗X) is induced by the natural
isomorphism PT ∗X ⋆K ∼= K ⋆ PT ∗X . So does κ(β′K[−d])∼=β′K[−d]. Then the

induced isomorphism Φ
Z/ℓ
z,T (f) is the identity on the cohomology level. □
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Actually, the isomorphism κ(β′TK)∼=β′TK is still true if we replace K byM ∈
DZ/ℓ(pt), and moreover the isomorphism is functorial with respect to M . In

fact, for M ∈ DZ/ℓ(pt), we only need to replace K = δY 2!(π
!
YK) in the proof

by K(M) = δY 2!(π
!
YM). Consequently, we can construct an isomorphism of

functors

Φ
Z/ℓ
z,T (−) : RHomZ/ℓ(Fℓ(U,K)T ,−)

∼=−→ RHomZ/ℓ(Fℓ(φ(U),K)T ,−).

Now, let us take M = Fℓ(φ(U),K)T . Then IdFℓ(φ(U),K)T provide us with an

isomorphism Φ
Z/ℓ
z,T

′
defined as

Ä
Φ

Z/ℓ
z,T (Fℓ(φ(U),K)T )

ä−1
(IdFℓ(φ(U),K)T ) : Fℓ(U,K)T

∼=−→ Fℓ(φ(U),K)T .

In summary, we have

Proposition 2.17. For a compactly supported Hamiltonian isotopy φ :
I × T ∗X → T ∗X, there exists an isomorphism, in the equivariant category,

Φ
Z/ℓ
z,T

′
: Fℓ(U,K)T → Fℓ(φz(U),K)T , for all z ∈ I.

Remark 2.18. In [Zha23, Subsection 3.7], we explain how to give a new
proof of the Proposition 2.17 without using adjunctions. We also explain
that the proposition is true for Hamiltonian homeomorphism in loc. cit.

2.3. Geometry of Fℓ(U,K)

In this subsection, we assume that U is dynamically admissible (Defini-
tion 2.9) and we give a more accessible expression of the Chiu-Tamarkin
complex using sheaf quantization. We then discuss the underlying geome-
try.

Following ideas of Chiu, we first compute Fℓ(U,K) ∼=
Rπq!‹∆−1

X

Å
Rsℓt!P

L

⊠ℓ
U

ã
going back to the construction of PU .

We recall that K is the sheaf quantization of a Hamiltonian Rmz action
on T ∗X with a moment map µ, Ω ⊂ Rmζ and U = µ−1(Ω). Then we have

PU ∼= K̂ ◦KΩ
∼= K ⋆ÈKΩ.

As a corollary of the proper base change and the projection formula, we
have the following:

P
L

⊠ℓ
U
∼= (K ⋆ÈKΩ)

L

⊠ℓ ∼= Rπz!Rs
2
Rℓ!

(
π−1
t2 K

L

⊠ℓ
L
⊗π−1

t1
ÈKΩ

L

⊠ℓ

)
.
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Next, we have

Fℓ(U,K) ∼= Rπq!‹∆−1
X Rsℓt!Rπz!Rs

2
Rℓ!

(
π−1
t2 K

L

⊠ℓ
L
⊗π−1

t1
ÈKΩ

L

⊠ℓ

)

∼= Rπz!Rs
ℓ
t!Rs

2
Rℓ!

(
π−1
t2

Å
Rπq!‹∆−1

X K
L

⊠ℓ

ã
L
⊗π−1

t1
ÈKΩ

L

⊠ℓ

)
,

where z = (z1, . . . , zℓ) ∈ (Rm)ℓ, ti = (t1i , . . . , t
ℓ
i) ∈ Rℓ for i = 1, 2, and t =

(t1, . . . , tℓ) = s2
Rℓ(t1, t2). Now, let z = z1 + · · ·+ zℓ and take t′i = t1i + · · ·+

tℓi . Using this change of coordinate, we have the decomposition πz = πzs
ℓ
z

and sℓts
2
Rℓ = s2t′(s

ℓ
t1 × sℓt2). Therefore, we obtain

Fℓ(U,K)

∼=Rπz!Rs
ℓ
t!Rs

2
Rℓ!

(
π−1
t2

Å
Rπq!‹∆−1K

L

⊠ℓ

ã
L
⊗π−1

t1
ÈKΩ

L

⊠ℓ

)

∼=Rπz!Rs
2
t′!Rs

ℓ
z!R(s

ℓ
t1 × s

ℓ
t2)!

(
π−1
t2

Å
Rπq!‹∆−1K

L

⊠ℓ

ã
L
⊗π−1

t1
ÈKΩ

L

⊠ℓ

)

∼=Rπz!Rs
2
t′!Rs

ℓ
z!

Å
π−1
t′2

Ä
Rπq!‹∆−1K□⋆ℓ

ä L
⊗π−1

t′1
ÈKΩ

□⋆ℓ
ã
.

(2.14)

This formula shows, as the construction itself, that we can consider sepa-
rately the Hamiltonian action and the cut-off by Ω. Let us study the Hamil-
tonian action first. In view of (2.14), it is convenient to define

CLℓ(K) := Rπq!(‹∆−1(K□⋆ℓ)) ∈ DZ/ℓ((R
m
z )

ℓ × Rt),

CLℓ(K) := Rsℓz∗CLℓ(K) ∈ DZ/ℓ(R
m
z × Rt).

(2.15)

Noticed that the formula CLℓ(K) = Rπq!(‹∆−1(K□⋆ℓ)) is similar to F ′
ℓ(P

□⋆ℓ
U ) =

Rπq!(‹∆−1(P□⋆ℓ
U )) (see (2.8)). But in these two formulas, πq has different

meaning. The codomain of the first πq is Rmz × Rt while the codomain of
second πq is just Rt. So they are different formulas.

The sheaves CLℓ(K) and CLℓ(K) encode the cohomology information of
a discrete Hamiltonian loop space. Precisely, we have

Proposition 2.19. With the notation (2.15) we have
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1) The sectional microsupport µs(CLℓ(K)), which is a subset of T ∗(Rmz )
ℓ,

is contained in

®
(zj , ζj)j∈Z/ℓ :

There exist (qj ,pj)j∈Z/ℓ ∈ T ∗((X2)ℓ) such that

(qj+1,pj+1) = zj · (qj ,pj), ζj = −µ(qj ,pj) , j ∈ Z/ℓ

´

2) CLℓ(K) ∼= (sℓz)
−1Rsℓz∗CLℓ(K), CLℓ(K) ∼= Rsℓz∗(s

ℓ
z)

−1CLℓ(K).

Proof. 1) It follows directly from the functorial estimate of microsupport.
First, the formula (1.10) shows that

µs(K□⋆ℓ) ⊂ {(zj , ζj ,qj ,−pj ,q′
j ,p

′
j)j∈Z/ℓ : (q

′
j ,p

′
j) = zj · (qj ,pj), j ∈ Z/ℓ}.

The transpose derivative of ‹∆ is given by

d‹∆∗(qℓ,q1, . . . ,qℓ−1,qℓ;p1,p2, . . . ,p2ℓ−1,p2ℓ)

= (q1, . . . ,qℓ;p2 + p3, . . . ,p2ℓ + p1).

By the bound Theorem 1.4-(3), we deduce that µs(‹∆−1(K□⋆ℓ)) is a subset of




(zj , ζj ,q

′′
j ,p

′′
j )j∈Z/ℓ :

There exist (qj ,−pj ,q′
j ,p

′
j)j∈Z/ℓ ∈ T ∗((X2)2ℓ)

such that (q′
j ,p

′
j) = zj · (qj ,pj),

q′′
j = q′

j = qj+1, p
′′
j = p′

j − pj+1, ζj = −µ(qj ,pj),
j ∈ Z/ℓ




.

Finally, let us apply the non proper estimate Theorem 1.7. The
set π#

q′′(SS(‹∆−1(K□⋆ℓ))) comes from forgetting q′′
j for all j from

SS(‹∆−1(K□⋆ℓ)). Then (zj , ζj , t, 1)j∈Z/ℓ ∈ µs(CLℓ(K)) if there exists a se-

quence (znj , ζ
n
j ,p

′′n
j )j∈Z/ℓ ∈ π#q′′(SS(‹∆−1(K□⋆ℓ))) such that znj → zj , ζ

n
j → ζj ,

and p′′n
j → 0 for all j ∈ Z/ℓ.

On the other hand, the relations above imply that there exists
(qnj ,−pnj ,qj ′

n,pj
′n)j∈Z/ℓ ∈ T ∗((X2)ℓ) such that (qj

′n,pj
′n) = znj · (qnj ,pnj )

and q′′n
j = q′n

j = qnj+1, p
′′n
j = p′n

j − pnj+1, ζ
n
j = −µ(qnj ,pnj ) for all j ∈ Z/ℓ.

So the continuity of the group action and the moment map show that,
after taking limit n→∞, we have (q′

j ,p
′
j) = zj · (qj ,pj) and q′′

j = q′
j =

qj+1, 0 = p′
j − pj+1, ζj = −µ(qj ,pj) for all j ∈ Z/ℓ. Then we have that
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µs(CLℓ(K)) is contained in




(zj , ζj)j∈Z/ℓ :

There exist (qj ,−pj ,q′
j ,p

′
j)j∈Z/ℓ ∈ T ∗((X2)ℓ)

such that (q′
j ,p

′
j) = zj · (qj ,pj),

q′′
j = q′

j = qj+1, 0 = p′′
j = p′

j − pj+1, ζj = −µ(qj ,pj) ,
j ∈ Z/ℓ




.

Finally, we simplify the notation by reducing the variables with primes.

2) If (zj , ζj)j∈Z/ℓ ∈ µs(CLℓ(K)), there exists (qj ,pj)j∈Z/ℓ ∈ T ∗((X2)ℓ) such
that (qj+1,pj+1) = zj · (qj ,pj) for all j ∈ Z/ℓ. Therefore, the invariance of
the moment map shows that

ζj+1 = µ(qj+1,pj+1) = (qj ,pj) = ζj , j ∈ Z/ℓ.

Then, the isomorphism follows from [KS90, Proposition 5.4.5(ii)]. □

Remark 2.20. Even if K is a sheaf quantization that comes from a non-
autonomous Hamiltonian function, the microsupport estimate for CLℓ(K)
is still true, but the second statement is not true in this case.

Now, using the projection formula, we can write the formula (2.14) as

(2.16) Fℓ(U,K) ∼= Rπz!Rs
2
t!

Å
π−1
t2 CLℓ(K)

L
⊗π−1

t1 Rsℓz!
ÈKΩ

□⋆ℓ
ã
.

Next, let us study Rsℓz!
ÈKΩ

□⋆ℓ ∼= Rsℓ(z,t2)!
ÈKΩ

L

⊠ℓ
. First, with the help of [D’A13,

Section 6, Appendix A], ÈKΩ is the (inverse) Fourier-Sato transform K̂Ω′ of
KΩ′ , where Ω′ = {(ζ, τ) : τζ ∈ Ω, τ > 0}. Now, using the functorial proper-
ties of the Fourier-Sato transformation (see [KS90, Section 3.7]), and writing
in the same way the two Fourier transforms, we have:

Rsℓz!
ÈKΩ

□⋆ℓ ∼= Rsℓ(z,t2)!K̂Ω′

L

⊠ℓ ∼= Rsℓ(z,t2)!

‘
K

L

⊠ℓ
Ω′
∼= Rsℓ(z,t2)!

‘KΩ′ℓ
∼= ¤�(tsℓ(z,t2))

−1KΩ′ℓ .

Since the transpose of the summation map sℓ(z,t2) is the diagonal map δ(z,t2)ℓ ,
we conclude that

Rsℓz!
ÈKΩ

□⋆ℓ ∼= Rsℓ(z,t2)!K̂Ω′

L

⊠ℓ ∼= ⁄�δ−1
(z,t2)ℓ

KΩ′ℓ
∼= K̂Ω′

∼=ÈKΩ.
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Our external tensor power is in fact an object of the Z/ℓ-equivariant derived
category. We need to mention that the Fourier transform (of any version) is a
convolution functor defined by a kernel, which is a constant sheaf supported
on a closed subset. So, on the product space, the Fourier transform is defined
by a kernel that is a constant sheaf supported on a product of the same closed
subsets. Then the kernel is a Z/ℓ-equivariant sheaf. Moreover, the external
tensor power is compatible with the Grothendieck 6-operations. Therefore,
the Fourier transform can be defined on the equivariant derived category.
Finally, all maps here are Z/ℓ-equivariant with respect to cyclic permutation
action and the formulas we used here are valid in the equivariant category.
In conclusion, all identities here are true in the equivariant derived category.

Consequently, (2.16) could be read as

Fℓ(U,K) ∼= Rπz!Rs
2
t!

Å
π−1
t2 CLℓ(K)

L
⊗π−1

(q,t1)
ÈKΩ

ã
∼= Rπz!

Ä
CLℓ(K) ⋆ÈKΩ

ä
.

(2.17)

From this formula, the study of Fℓ(U,K) is reduced to understanding
CLℓ(K).

The case m = 1 is particularly useful for our applications. Now Ω =
(−∞, 1) and ÈKΩ

∼= K{(z,t):−t≤z≤0}. For T ≥ 0, (2.17) shows

αℓ,X,T (P
L

⊠ℓ
U ) ∼= Fℓ(U,K)T ∼= RΓc

Å
Rz × R2

(t1,t2)
;

Å
CLℓ(K)

L
⊠KRt2

ã
Z

ã
,

(2.18)

where Z = {(z, t1, t2) : t1 + t2 = T,−t2 ≤ z ≤ 0}.
Again, using the formula (2.17), we obtain the following action spectrum

estimate of the microsupport of Fℓ(U,K) for dynamically admissible sets.

Lemma 2.21. [Zha20, formula 74]Let U = {H < 1} be a dynamically ad-
missible set defined by a Hamiltonian function H. If the boundary ∂U is
a non-degenerated hypersurface of restricted contact type (RCT) given by
∂U = {H = 1}, then we have
(2.19)

µsL(Fℓ(U,K)) ⊂
ß
t ∈ R : t =

∣∣∣∣
∫

c
pdq

∣∣∣∣ for a closed orbit c of φHz in ∂U

™
.

Actually, since F1(U,K) ∼= Fℓ(U,K) in D(R) (by (2.9)), we only need
to verify the estimate for F1(U,K) (see Definition 1.21). Notice that when
computing the upper bound, we need the contact boundary condition to
make sure we can attach only one non-constant closed characteristic.
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Geometrically, we call the right hand side the action spectrum of the
Reeb action in ∂U .

So far, we have found two different ways to understand Fℓ(U,K). Initially,
from the definition of Fℓ(U,K), we first cut off the energy of a Hamiltonian
isotopy up to Legendre transform to obtain the kernels and then use the
functor αT to obtain cohomology of some discrete loop space with action
bound T . On the other hand, we can study discrete loops of a Hamiltonian
isotopy first, and then cut off energy up to Legendre transform. The result
of the section clarifies that these two ways are the same. The second way is
more direct than the first in many cases; we will see more about this point
of view when doing computation for toric domains.

2.4. Fundamental class and capacities

Now, let us assume that X is an oriented manifold of dimension d with a

fixed orientation and K is a field. For an admissible open subset U
iU−֒→ T ∗X

and T ≥ 0, Theorem 2.15-(1) shows that we have a morphism in the Z/ℓ-
equivariant derived category:

C
Z/ℓ
T (T ∗X,K)

i∗U−→ C
Z/ℓ
T (U,K),

and it induces a morphism of A = Ext∗
Z/ℓ(K,K)-module on cohomology

HBM
d−∗ (X,K)⊗A ∼= H∗C

Z/ℓ
T (T ∗X,K)

i∗U−→ H∗C
Z/ℓ
T (U,K),

where the first isomorphism is given in (2.10). Since X is orientable, we
have the fundamental class [X] of X in HBM

d (X,K), which is defined via
1 ∈ H0(X,K) ∼= HBM

d (X,K). We set [X]Z/ℓ = [X]⊗ 1, where 1 ∈ A is the
identity.

Definition 2.22. For an admissible open set U
iU−֒→ T ∗X, and T ≥ 0, we

define its fundamental class η
Z/ℓ
T (U,K) as the image of [X]Z/ℓ under i∗U . That

is, η
Z/ℓ
T (U,K) := i∗U ([X]Z/ℓ) ∈ H0C

Z/ℓ
T (U,K). When ℓ = 1, we use ηT (U,K)

for short.

By definition, the fundamental class can be computed as the following
composition:

(Fℓ(U,K))T → (Fℓ(T
∗X,K))T ∼= RΓc(X,K)

or−→HdRΓc(X,K)[−d] ∼= K[−d].
(2.20)

As a corollary of Theorem 2.15, we have
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Proposition 2.23. 1) Let U ⊂ U ′ ⊂ T ∗X be an inclusion of admissible
open sets. Through the natural morphism

H0C
Z/ℓ
T (U ′,K)→ H0C

Z/ℓ
T (U,K)

we have

η
Z/ℓ
T (U ′,K) 7→ η

Z/ℓ
T (U,K).

2) Let φ : I × T ∗X → T ∗X be a compactly supported Hamiltonian isotopy
and U be an admissible open set. Recall the A-module isomorphism, defined
in Theorem 2.15,

H∗(Φ
Z/ℓ
z,T ) : H

∗C
Z/ℓ
T (U,K)

∼=−→ H∗C
Z/ℓ
T (φz(U),K).

Then we have H0(Φ
Z/ℓ
z,T )(η

Z/ℓ
T (U,K)) = η

Z/ℓ
T (φz(U),K) for all z ∈ I.

We have η
Z/ℓ
T (T ∗X,K) = [X]Z/ℓ for all T ≥ 0. So, if there exists an open

set X ′ ⊂ X such that U ⊂ T ∗X ′ ⊂ T ∗X, we have η
Z/ℓ
T (U,K) = i∗U ([X]Z/ℓ) =

i∗U ([X
′]Z/ℓ) by Proposition 2.23-(1).

Now, for ℓ ∈ N≥2, pℓ is the minimal prime factor of ℓ, and Fpℓ is the finite
field of order pℓ. The Yoneda algebra A = Ext∗

Z/ℓ(Fpℓ ,Fpℓ) is isomorphic to

Fpℓ [u, θ] (see (1.15)), where |u| = 2, |θ| = 1, and θ2 = ku (k = 0 if ℓ is odd
and k = ℓ/2 if ℓ is even).

Definition 2.24. For an admissible open set U and k ∈ N we define

Spec(U, k) :=

®
T ≥ 0 :

∃p prime such that ∀ℓ ∈ N≥2, pℓ ≥ p,
η
Z/ℓ
T (U,Fpℓ) ∈ ukH∗C

Z/ℓ
T (U,Fpℓ)

´
,

and

(2.21) ck(U) := inf Spec(U, k) ∈ [0,+∞].

For a general open set U , we define

ck(U) = sup{ck(U ′) : U ′ ⊂ U, U ′ is admissible}.

In the following, we will prove that (ck)k∈N defines a sequence of non-
trivial symplectic capacities.

Theorem 2.25. The functions ck : Open(T ∗X)→ [0,∞] satisfy the follow-
ing:
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1) ck ≤ ck+1 for all k ∈ N.

2) For two open sets U1 ⊂ U2, we have ck(U1) ≤ ck(U2).

3) For a compactly supported Hamiltonian isotopy φ : I × T ∗X → T ∗X, we
have ck(U) = ck(φz(U)).

4) If X = Rd, then ck(rU) = r2ck(U) for all k ∈ N and r > 0.

5) Suppose U = {H < 1} is admissible such that ∂U = {H = 1} is a non-
degenerated hypersurface of restricted contact type defined by a Hamiltonian
function H. If ck(U) <∞, then ck(U) is represented by the action of a closed
characteristic in the boundary ∂U .

6) ck(U) > 0 for all open sets U .

Proof. We can assume U is admissible; the general case follows directly.
Then (1) is a consequence of Definition 2.24. Results (2), (3) are corollaries
of Proposition 2.23.

For (4), recall that Corollary 2.6 shows that PrU ∼= R̄!PU where
R̄(q,q′, t) = (q/r,q′/r, t/r2). Then direct computation shows that we have
an isomorphism in DZ/ℓ(R):

R!Fℓ(rU,K) ∼= Fℓ(U,K),

where R(t) = t/r2. In particular, we have Fℓ(rU,K)r2T ∼= Fℓ(U,K)T for T ≥
0. This isomorphism commutes with the inclusion morphism induced by
U ⊂ T ∗Rd, the (4) follows.

For (5), let T = ck(U). Suppose that it is not given by the action of a
closed characteristic.

By assumption, the boundary ∂U has non-degenerated Reeb dynamics,
so there are only finitely many closed characteristics with action less than
2T . So there is a small ε > 0 such that there is no action happening in
[T − ε, T + ε].

However, we have the following microsupport estimate (2.19) for all
fields K:

µsL(Fℓ(U,K)) ⊂
ß
t ∈ R : t =

∣∣∣∣
∫

c
pdq

∣∣∣∣ for some closed orbit c of φHz

™
.

Therefore Fℓ(U,K) is constant on [T − ε, T + ε]. Consequently,

(Fℓ(U,K))T−ε ∼= (Fℓ(U,K))T , and then η
Z/ℓ
T−ε(U,K) = η

Z/ℓ
T (U,K) for all

ℓ and all K, in particular for K = Fpℓ for all ℓ ∈ N. Then we have
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ck(U) ≤ T − ε, which gives a contradiction. So we have

(2.22) ck(U) ∈
ß∣∣∣∣
∫

c
pdq

∣∣∣∣ : c is a closed orbit of φHz

™
.

Finally, let us prove that the ck’s are positive. We will see, in Corollary 3.8,
that for a ball Ba, one has ck(Ba) = ⌈k/d⌉a.

For a general admissible open set U , we can assume that there exists
(q, 0) ∈ U by applying a compactly support cut-off of a translation along
p-direction, which is a Hamiltonian map. It does not change ck(U) by (3).
Then we take a neighborhood X ′ ∼= Rd of q. By (2), we have ck(U) ≥ ck(U ∩
T ∗X ′). To prove ck(U ∩ T ∗X ′) > 0, let us take an admissible open subset
W of U ∩ T ∗X ′ such that (q, 0) ∈W .

On the other hand, the functorial property Proposition 2.23-(1) shows

that η
Z/ℓ
T (W,K) = i∗W ([X]Z/ℓ) = i∗W ([X ′]Z/ℓ). So, we only need to think W

as an open subset of T ∗X ′ ∼= T ∗Rd, and then we can assume X = X ′ = Rd

and q = 0 now. We take a standard symplectic ball Ba ⊂W , then ck(W ) ≥
ck(Ba) > 0. Consequently, we have ck(U) ≥ ck(U ∩ T ∗X ′) ≥ ck(W ) > 0. □

Remark 2.26. We also see from ck(Ba) = ⌈k/d⌉a that if U is a bounded
open set (which is admissible by Corollary 2.10), then ck(U) <∞.

Remark 2.27. Finally, let us remark about the computability of ck. As

H∗C
Z/ℓ
T (U,K) is defined using PU , which is an object in the derived cate-

gory. Although it is unique in the derived category, we can take different
chain representatives of PU . Therefore, to compute ck(U), we can choose a
particular chain representative of PU . Usually, these chain representatives of
PU admit properties that are not so obvious from general existence results
like Proposition 2.8, and Corollary 2.10.

In Section 3, we will see how to construct a chain representative of PXΩ
,

for a toric domain XΩ, using generating functions. The particular chain
representative helps us to compute capacities for convex toric domains.

3. Toric domains

The 2-dimensional rotation φz(u) = exp (−2iπz)u on Cu is the Hamiltonian
flow of the Hamiltonian function H(u) = π|u|2. Here, we identify Cu with
T ∗Rq by u = q + ip.

Consider the product action of single 2-dimensional rotations given by

z · (u1, . . . , un) = (exp (−2iπz1)u1, . . . , exp (−2iπzd)ud).

For the author's personal use only.

For the author's personal use only.



✐

✐

“1-Zhang” — 2024/9/15 — 0:44 — page 488 — #48
✐

✐

✐

✐

✐

✐

488 Bingyu Zhang

This is a Hamiltonian action of Rdz , which is indeed a torus action, on Cdu =
T ∗V , where V = Rd

q
is a real vector space of dimension d, and u = q+ ip.

We call it the standard Hamiltonian torus action on Cdu = T ∗V .
The moment map of the standard Hamiltonian torus action is

(3.1) µ : Cdu = T ∗V → (Rdz)
∗ = Rdζ , µ(u1, . . . , un) = (π|u1|2, . . . , π|ud|2).

Definition 3.1. For an open set Ω ⊂ Rdζ , we call XΩ := µ−1(Ω) ⊂ T ∗V an
(open) toric domain. We say XΩ is a convex toric domain if |Ω| := {ζ ∈
Rd : (|ζ1|, . . . , |ζd|) ∈ Ω} is convex. We say XΩ is a concave toric domain if
Rdζ≥0 \ Ω is convex.

Remark 3.2. Since the moment map µ has the image Rdζ≥0, the toric do-

main XΩ is determined by Ω ∩ Rdζ≥0. So we have freedom to choose suitable

Ω. For example, we always assume −Rdζ≥0 ⊂ Ω. If XΩ is a convex or a con-
cave toric domain, one can indeed take Ω to be convex or concave (in the
usual sense) and satisfying the condition −Rdζ≥0 ⊂ Ω. (e.g. replace Ω by

Ω− Rdζ≥0).

For example, we can take a non-decreasing sequence a = (a1, . . . , ad)
of positive real numbers, let ΩD(a) = {ζ ∈ Rdζ : ζi < ai, i ∈ [d]} and ΩE(a) =

{ζ ∈ Rdζ :
ζ1
a1

+ · · ·+ ζd
ad
< 1}. Then XΩD(a)

= D(a) is an open poly-disc and
XΩE(a)

= E(a) is an open ellipsoid. Both are convex toric domains.

3.1. Generating function model for microlocal kernel of Toric
domains

In [Chi17, Proposition 3.10], Chiu constructs a sheaf quantization of Hamil-
tonian rotation in all dimensions, particularly for the 2-dimensional φz, say
S ∈ D(Rz × Rq1 × Rq2). This quantization possesses one more property than
we stated for general sheaf quantizations (see (2.3)), namely

(3.2) S ∼= Rπ(q2,...,qN )!K{(z,q1,...,qN+1,t):t+
∑N

j=1 SH(z/N,qj ,qj+1)≥0},

where we identify qN+1 with q2 after pushforward, N is big enough so that
z/N ∈ (−1/4, 0) ∪ (0, 1/4), and SH is the generating function of the Hamil-
tonian rotation:

(3.3) SH(z, q, q
′) =

q2 + q′2

2 tan(2πz)
− qq′

sin(2πz)
.
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The formula (3.2) is essential when computing the Chiu-Tamarkin complexes
for convex toric domains.

Let

(3.4) T := S□⋆d = Rsdt!(S
L

⊠d) ∈ D(Rdz × V1 × V2),

where Vi = Rd
qi
. The microsupport estimates show that T is a sheaf quan-

tization of the standard torus action in the sense of (2.3). As a corollary of
Proposition 2.8, we have

Proposition 3.3. A toric domain XΩ is dynamically admissible by the
distinguished triangle

(3.5) “T ◦KΩ → K∆V 2×{t≥0} → “T ◦KRd
ζ\Ω

+1−−→,

and the pair of kernels

(3.6) PXΩ
:= “T ◦KΩ, QXΩ

:= “T ◦KRd
ζ\Ω

.

This pair of microlocal kernels (PXΩ
, QXΩ

) constructed from T is called
the generating function model of the microlocal kernels associated to toric
domains.

Actually, by the microsupport estimate of “T (see (2.4)), if

(ζ, z,q,p,q′,p′, t, τ) ∈ ˙SS(“T ) then we have ζ = µ(q,p) ∈ Rdζ≥0. So, if ζ /∈
Rdζ≥0 and (ζ, z,q,p,q′,p′, t, τ) ∈ SS(“T ), we have (p,p′, τ) = 0. Accordingly,

for any ζ /∈ Rdζ≥0, we have SS(“T |(ζ,q,q′)) ⊂ {τ = 0} by the microsupport es-

timate (Theorem 1.4). So “T |(ζ,q,q′)
∼=MR is a constant sheaf over R by The-

orem 1.2 for some M ∈ D(K−Mod). As “T |(ζ,q,q′) ∈ D(pt), and we have
“T |(ζ,q,q′)

∼=MR
∼=MR ⋆K[0,∞)

∼= 0. We conclude that supp(“T ) ⊂ Rdζ≥0.
Consequently, the kernel PXΩ

satisfies

(3.7) PXΩ
:= “T ◦KΩ

∼= Rπζ!(“T L
⊗KΩ×X2×Rt

) ∼= Rπζ!(“T L
⊗K(Ω∩Rd

ζ≥0)×X
2×Rt

),

which only depends on Ω ∩ Rdζ≥0. So, it is the same as Remark 3.2 that the
notation PXΩ

makes sense.

In general, it is complicated to compute the Fourier transform “T . How-
ever, with the help of associativity of composition and convolution (1.2), we
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have

(3.8) “T ◦KΩ
∼= T ⋆ÈKΩ.

When XΩ is convex, we can take a suitable Ω, which is convex in the usual
sense. Then, the Fourier transform ÈKΩ is easy to compute. Actually, when
XΩ is convex, we haveÈKΩ

∼= KΩ◦ by a similar argument with Corollary 2.11,
where

Ω◦ = {(z, t) : t+ ⟨z, ζ⟩ ≥ 0, ∀ζ ∈ Ω}.
The assumption −Rdζ≥0 ⊂ Ω shows Ω◦ ⊂ Rdz≤0 × [0,∞). Then we conclude
that when XΩ is a convex toric domain, we have

(3.9) PXΩ
∼= T ⋆KΩ◦ , Fℓ(XΩ,K) ∼= Rπz!Rs

2
t! (CLℓ(T ) ⋆KΩ◦) .

Example 3.4. Let a = (a1, . . . , ad) be a non-decreasing sequence of posi-
tive real numbers.

1) Suppose ΩD(a) = {ζ : ζi < ai, i ∈ [d]}, then XΩD(a)
= D(a) is an open

poly-disc. Let Pr be the kernel of the open disc {π|u|2 < r} in C, then
Corollary 2.11 applies and PD(a)

∼= Pa1
□⋆ · · · □⋆ Pad

.

2) Suppose ΩE(a) = {ζ : ζ1a1
+ · · ·+ ζd

ad
< 1}, then XΩE(a)

= E(a) is an open
ellipsoid, and Ω◦

E(a) = {(z, t) : t ≥ −a1z1 = · · · = −adzd ≥ 0}.
Let i : Rz → Rdz , z 7→ (a1z, . . . , adz), then KΩ◦

E(a)
= R(i× IdR)!K{t≥−z≥0}.

Therefore, we have

PE(a)
∼= T ⋆ R(i× IdR)!K{t≥−z≥0}

∼= ((i× IdR)
−1T ) ⋆K{t≥−z≥0}

∼= ¤�(i× IdR)−1T ◦K(−∞,1).

Here we should be careful that, to obtain the second isomorphism, we need
to use the explicit formula (3.2) and (3.4).

One can check directly that (i× IdR)
−1T is the sheaf quantization of the

diagonal Hamiltonian rotation φz(u) = (exp (−2iπz
a1

)u1, . . . , exp (
−2iπz
ad

)ud) in

the sense of (2.3). In particular, when a1 = · · · = ad = πR2 > 0, the con-
struction is the same as Chiu’s for balls.

Remark 3.5. For the concave toric domain case, the Fourier transformÈKΩ

is not as simple as the convex case (which is a complex only concentrated in

degree 0). Actually, ÈKΩ is represented by a complex of sheaves concentrated
in cohomological degree [0, d]. Accordingly, the results in the next subsection
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cannot generalize directly to the concave situation. However, some manual
computations of capacities for concave toric domains are still as predicted
in Conjecture 0.C.

For toric domains neither convex nor concave, the first example we can
consider is an open annulus bounded by two concentric spheres. Then we can
take Ω = {x ∈ Rd : a <

∑
xi < A}. In this case, when T ≥ 0, we can only

extract numerical information about the exterior sphere from ÈKΩ. Then
we cannot know numerical information for the interior ball. Maybe it is a
feature of the present definition of capacities, we expect more understanding
to overcome this defect.

3.2. Chiu-Tamarkin complex and capacities of convex
toric domains

In this subsection, we focus on convex toric domains, that is, XΩ = µ−1(Ω),
where Ω ⊂ Rd is an open set such that {(ζ1, ζd) ∈ Rd : (|ζ1|, . . . , |ζd|) ∈ Ω}
is convex. As we discussed in Remark 3.2, we could take a convex Ω such
that Rdζ≤0 ⊂ Ω. The identity (3.7) shows that such a choice of Ω does not
affect the computation of Chiu-Tamarkin complex for XΩ and we will see
this feature again in Remark 3.15.

One can verify that, under such conditions, the polar cone satisfies {O} ×
R≥0 ⊂ Ω◦ ⊂ Rd≤0 × R≥0, where O ∈ Rd is the origin. For T ≥ 0, we set

Ω◦
T := Ω◦ ∩ {t = T} = {z ∈ Rd : T + ⟨z, ζ⟩ ≥ 0, ∀ζ ∈ Ω}.

We also define the function I(z) =
∑d

i=1

⌊
−zi
⌋
, z ∈ Rd. For a subset

Σ ⊂ Rd, we define

(3.10) ∥Σ∥∞ = max
z∈Σ
∥z∥∞ and I(Σ) = max

z∈Σ
I(z).

Then we have ∥Ω◦
T ∥∞ = T∥Ω◦

1∥∞ for T ≥ 0.
For x, y ∈ Rd, the segment xy is defined as {tx+ (1− t)y : t ∈ [0, 1]}.

Theorem 3.6. Let XΩ ⊂ T ∗V be a convex toric domain and ℓ ∈ N≥2. If
0 ≤ T < pℓ/∥Ω◦

1∥∞, we have

• For each Z ∈ Ω◦
T , the inclusion of the segment OZ ⊂ Ω◦

T induces a de-

composition of the fundamental class η
Z/ℓ
T (XΩ,Fpℓ) = uI(Z)ΛZ,ℓ for a non-

torsion element ΛZ,ℓ ∈ H−2I(Z)C
Z/ℓ
T (XΩ,Fpℓ). In particular, η

Z/ℓ
T (XΩ,Fpℓ)

is non-zero.
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• The minimal cohomology degree of H∗C
Z/ℓ
T (XΩ,Fpℓ) is exactly −2I(Ω◦

T ),
i.e.,

H∗C
Z/ℓ
T (XΩ,Fpℓ) ∼= H≥−2I(Ω◦

T )C
Z/ℓ
T (XΩ,Fpℓ),

and

H−2I(Ω◦
T )C

Z/ℓ
T (XΩ,Fpℓ) ̸= 0.

• H∗C
Z/ℓ
T (XΩ,Fpℓ) is a finitely generated Fpℓ [u]-module. The free part is

isomorphic to A = Fpℓ [u, θ], so H
∗C

Z/ℓ
T (XΩ,Fpℓ) is of rank 2 over Fpℓ [u].

The torsion part is located in cohomology degree [−2I(Ω◦
T ),−1].

H∗C
Z/ℓ
T (XΩ,Fpℓ) is torsion free when XΩ is an open ellipsoid.

Before proving Theorem 3.6, let us use it to compute the capacities
ck(XΩ).

Theorem 3.7. For a convex toric domain XΩ ⫋ T ∗V , we have

ck(XΩ) = inf {T ≥ 0 : ∃z ∈ Ω◦
T , I(z) ≥ k} .

Proof. Let S = {T ≥ 0 : ∃z ∈ Ω◦
T , I(z) ≥ k}, L = inf(S).

For T ∈ S, there is Z ∈ Ω◦
T such that I(Z) = k. Consider the closed

inclusion of the segment OZ ⊂ Ω◦
T . We choose a prime p with p > T∥Ω◦

1∥∞.
Then for all ℓ ∈ N≥2 with pℓ ≥ p, we have pℓ > T∥Ω◦

1∥∞, and Theorem 3.6

shows that the closed inclusion induces a decomposition η
Z/ℓ
T (XΩ,Fpℓ) =

ukΛZ,ℓ. So T ∈ Spec(XΩ, k), and L ≥ ck(XΩ).
Conversely, if T ∈ Spec(XΩ, k), there is a prime p such that for all ℓ ∈

N≥2 with pℓ ≥ p there is a Λℓ ∈ H∗C
Z/ℓ
T (XΩ,Fpℓ) such that η

Z/ℓ
T (XΩ,Fpℓ) =

ukΛℓ. Now, we can take a prime ℓ = pℓ > p big enough such that T <

ℓ/∥Ω◦
1∥∞, then η

Z/ℓ
T (XΩ,Fpℓ) and Λℓ are non-zero. Hence, we have an equa-

tion of degree: 0 = |ηZ/ℓT (XΩ,Fpℓ)| = 2k + |Λℓ|, which shows that 2k = −|Λℓ|.
Therefore, Theorem 3.6 shows 2k = −|Λℓ| ≤ 2I(Ω◦

T ). Hence T ∈ S, and
ck(XΩ) ≥ L. □

Here, we test the result by the example of ellipsoids. They are all direct
corollaries of Theorem 3.6 and Theorem 3.7.

Corollary 3.8. Let XΩ = E = E(a1, . . . , ad) be an ellipsoid and ℓ ∈
N≥2. For 0 ≤ T < pℓa1, set Z(a) = (−T/a1, . . . ,−T/ad). We have

H∗C
Z/ℓ
T (E,Fpℓ) ∼= u−I(Z(a))Fpℓ [u, θ], the fundamental class is non-zero in all

cases, and ck(E) = min{T ≥ 0 :
∑d

i=1⌊T/ai⌋ ≥ k}. In particular, ck(Ba) =
⌈k/d⌉a.
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3.3. Cohomology sheaf CLℓ(T ) for the standard torus action

Recall the results of subsection 3.1, and discussions in subsection 2.3. It
is necessary to study the cohomology sheaf CLℓ(T ) carefully. Recall that

T = S□⋆d = Rsdt!(S
L

⊠d), where S is the sheaf quantization of Hamiltonian
rotation in dimension 2. Using the Künneth formula and Proposition 2.19,
we have

CLℓ(T ) ∼= Rsℓz∗

(Ä
(sℓzj )

−1CLℓ(S)
ä□⋆d) ∼= Rsℓz∗

Ä
(sℓz)

−1 (CLℓ(S))□⋆d
ä

∼= Rsℓz∗(s
ℓ
z)

−1
Ä
(CLℓ(S))□⋆d

ä ∼= Rsdt! (CLℓ(S))□
⋆d ,

where z = (z1, . . . , zd). Moreover, an explicit formula for CLℓ(S) is obtained
by Chiu:

Proposition 3.9. ([Chi17, Formula (38)]) For all fields K, there ex-
ists a (unique) sheaf Eℓ ∈ DZ/ℓ(Rz) such that we have an isomorphism in
DZ/ℓ(Rz × Rt)

(3.11) CLℓ(S) ∼= Eℓ
L
⊠K[0,∞).

Moreover, for any N ∈ N,

(3.12) Eℓ|(−Nℓ/4,0) ∼= Rπq!KWN
ℓ
,

with q = (q1, . . . , qNℓ),

WN
ℓ = {(z, q1, . . . , qNℓ) ∈ (−Nℓ/4, 0)× RNℓ :

∑

k∈Z/Nℓ

SH(z/Nℓ, qk, qk+1) ≥ 0},

and

SH(z, qk, qk+1) =
q2k + q2k+1

2 tan(2πz)
− qkqk+1

sin(2πz)
.

The Z/ℓ-action on Eℓ is induced by the linear action (qk) 7→ (qk−N ) of Z/ℓ
on RNℓ, and Z/ℓ acts trivially on Rz × Rt.

A disadvantage for the formula (3.12) is that we don’t know if the iso-
morphism can be extended to z = 0 since the right hand side is not defined
for z = 0. Such an extension is necessary for our later computation. So, let
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us start from an extension of the isomorphism (3.12) to z = 0. Notice that
sin(2πz/Nℓ) < 0 for z/Nℓ ∈ (−1/4, 0). One can rewrite WN

ℓ as follows:

WN
ℓ =

®
(z, q1, . . . , qNℓ) ∈ (−Nℓ/4, 0)× RNℓ :

cos(2πz/Nℓ)
∑

k∈Z/Nℓ

q2k ≤
∑

k∈Z/Nℓ

qkqk+1

´
.

Let us define

(3.13) Q(z, q1, . . . , qNℓ) :=
∑

k∈Z/NℓZ

(
qkqk+1 − cos(2πz/Nℓ)q2k

)
.

Since Q(0, q1, . . . , qNℓ) is well defined, we can extend the definition of WN
ℓ

(using the same notation) to
(3.14)
WN
ℓ = {(z, q1, . . . , qNℓ) ∈ (−Nℓ/4, 0]× RNℓ : Q(z, q1, . . . , qNℓ) ≥ 0}.

For our convenience, we also set, for z ∈ (−Nℓ/4, 0],

(3.15) WN
ℓ (z) = {(q1, . . . , qNℓ) ∈ RNℓ : Q(z, q1, . . . , qNℓ) ≥ 0}.

The Z/ℓ-action on the extension is the same as the original one.
Now take

E ′ℓ := Rπq!i!KWN
ℓ
∈ DZ/ℓ((−Nℓ/4,+∞)),

where i : (−Nℓ/4, 0]× RNℓ →֒ (−Nℓ/4,+∞)× RNℓ is the closed inclusion.
By the fundamental inequality, we have

∑
k q

2
k ≥

∑
k qkqk+1, and it takes

equality when q1 = · · · = qNℓ. So

WN
ℓ (0) = {(q1, . . . , qNℓ) ∈ RNℓ : q1 = · · · = qNℓ} = ∆RNℓ .

Then we have that (E ′ℓ)0 = RΓc(WN
ℓ (0),K∆

Rℓ ) ∼= RΓc(∆Rℓ ,K∆
Rℓ ).

On the other hand, one can check that CLℓ(S)|{z=0} =

RΓc(∆Rℓ ,K∆
Rℓ )

L
⊠K{t≥0} by definition of CLℓ(S) since S|{z=0} =

K∆
R2

L
⊠K{t≥0}. Therefore, we have CLℓ(S)|{z=0} = (E ′ℓ)0

L
⊠K{t≥0}.

However, stalk-wise isomorphism is not necessary extend to a global one
in general. So, we need the following prove to obtain a global extension of
the isomorphism (3.12).
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Lemma 3.10. We have an equivariant isomorphism

Eℓ|(−Nℓ/4,0] ∼= E ′ℓ|(−Nℓ/4,0] = Rπq!KWN
ℓ
.

Proof. Using Theorem 1.4 and Theorem 1.7, one can show that
SS(Eℓ), SS((Eℓ)(−Nℓ/4,0]) ⊂ {ζ ≤ 0}. Now, consider the distinguished trian-
gle

RΓ[0,∞)((Eℓ)(−Nℓ/4,0])→ (Eℓ)(−Nℓ/4,0] → RΓ(−Nℓ/4,0)((Eℓ)(−Nℓ/4,0])
+1−−→ .

By definition, we have supp(RΓ[0,∞)((Eℓ)(−Nℓ/4,0])) ⊂ {0}. On
(−Nℓ/4,+∞), the closed set [0,∞) is defined by the function
f(z) = z and {f(z) ≥ 0}. Therefore, by definition of microsupport,
(RΓ{z≥0}((Eℓ)(−Nℓ/4,0]))0 ∼= 0 since df0 = (0, 1) /∈ SS((Eℓ)(−Nℓ/4,0]). So
we have (RΓ{z≥0}((Eℓ)(−Nℓ/4,0]))0 ∼= 0 and we have an isomorphism
(Eℓ)(−Nℓ/4,0] ∼= RΓ(−Nℓ/4,0)((Eℓ)(−Nℓ/4,0]). This isomorphism holds in the
equivariant category since the corresponding morphism is an equivariant
morphism.

The argument is purely microlocal, so we also have (E ′ℓ)(−Nℓ/4,0] ∼=
RΓ(−Nℓ/4,0)((E ′ℓ)(−Nℓ/4,0]).

On the other hand, the isomorphism (3.12) and our discussion on
WN
ℓ show that j−1((Eℓ)(−Nℓ/4,0]) ∼= j−1((E ′ℓ)(−Nℓ/4,0]) where j is the open

inclusion (−Nℓ/4, 0) →֒ (−Nℓ/4,∞). Therefore, the natural isomorphism
Rj∗j

−1 ∼= RΓ(−Nℓ/4,0) shows that

(Eℓ)(−Nℓ/4,0] ∼= Rj∗j
−1((Eℓ)(−Nℓ/4,0]) ∼= Rj∗j

−1(
(
E ′ℓ
)
(−Nℓ/4,0]

) ∼=
(
E ′ℓ
)
(−Nℓ/4,0]

.

Finally, we conclude by restricting the isomorphism to (−Nℓ/4, 0] and the
definition of E ′ℓ. □

Topology of WN
ℓ (z): We know that (Eℓ)z ∼= RΓc(WN

ℓ (z),K) if
−Nℓ/4 < z ≤ 0 (Lemma 3.10). For a fixed z ∈ (−Nℓ/4, 0], the function
Qz(q1, . . . , qNℓ) = Q(z, q1, . . . , qNℓ) is a quadratic form by (3.13). Therefore,
it is easy to study the topology of WN

ℓ (z) = {(q1, . . . , qNℓ) ∈ RNℓ : Qz ≥ 0}.
The matrix of Qz in the standard basis is a circulant matrix

Az =

â
− cos(2πzNℓ )

1
2 0 · · · 1

2
1
2 − cos(2πzNℓ )

1
2 · · · 0

0 1
2 − cos(2πzNℓ ) · · · 0

...
...

...
...

1
2 0 0 · · · − cos(2πzNℓ )

ì

.
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So one can diagonalize Az unitarily using the discrete Fourier transform

(ω(i−1)(j−1))i,j=Z/Nℓ,

where ω is a primitive Nℓth root of unity. Therefore, the eigenvalues of Az
are

λk(z) = Re

Ç
exp

Ç
2πk
√
−1

Nℓ

åå
− cos

Å
2πz

Nℓ

ã
(3.16)

= cos

Å
2πk

Nℓ

ã
− cos

Å
2πz

Nℓ

ã
,

where k ∈ Z/Nℓ.
We always have λ0(z) = 1− cos

(
2πz
Nℓ

)
≥ 0. It is direct to see that λk(z) =

λNℓ−k(z) for k = 1, . . . , Nℓ− 1. So, for k ≥ 1, we need to consider two situ-
ations:

(a) If Nℓ is odd. For k = 1, . . . , (Nℓ− 1)/2, λk(z) ≥ 0 if k ≤
⌊
−z
⌋
. There-

fore, in this case, Az admits #{k ∈ Z/Nℓ : λk ≥ 0} = 1 + 2
⌊
−z
⌋

non-
negative eigenvalues.

(b) If Nℓ is even. The eigenvalue λNℓ/2(z) = −1− cos
(
2πz
Nℓ

)
< 0 since z >

−Nℓ/4. For k = 1, . . . , (Nℓ/2)− 1, λk(z) ≥ 0 if k ≤
⌊
−z
⌋
. Therefore, in

this case, Az also admits #{k ∈ Z/Nℓ : λk ≥ 0} = 1 + 2
⌊
−z
⌋
non-negative

eigenvalues.

In any case, we have that Az admits #{k ∈ Z/Nℓ : λk ≥ 0} = 1 + 2
⌊
−z
⌋

non-negative eigenvalues.
Therefore, WN

ℓ (z) = {Qz ≥ 0} is a quadratic cone of index 1 + 2
⌊
−z
⌋
.

In particular, WN
ℓ (z) = {Qz ≥ 0} is properly homotopic to a vector space

R1+2
⌊
−z
⌋
.

Now we can describe the non-equivariant structure of Eℓ|(−∞,0]. Here,
we forget its equivariant structure and use the same notation Eℓ|(−∞,0].
In particular, Eℓ|(−∞,0]

∼= E1|(−∞,0] non-equivariantly. Consider πq :WN
ℓ →

(−Nℓ/4, 0] for Nℓ big enough, it restricts to a proper homotopical fiber
bundle with fiber R1+2n over each interval (−n− 1,−n] for n ∈ N≥0, and
n+ 1 < Nℓ/4. Therefore, we conclude that Eℓ|(−n−1,−n]

∼= K(−n−1,−n][−1−
2n]. On the other hand, in the non-equivariant derived category, K(x,y] and
K(z,w][2] has no non-trivial extension if K is a field. Therefore, (Eℓ)(−n−1,−n]

has no non-trivial extension for different n. In conclusion, we have
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Proposition 3.11. For all fields K and for all ℓ ∈ N, we have the decom-
position in the non-equivariant derived category D((−∞, 0]):

Eℓ|(−∞,0]
∼=
⊕

n∈N≥0

K(−n−1,−n][−1− 2n].

To describe the Z/ℓ-action on WN
ℓ (z), it is better to consider the diag-

onal form of Qz.
Let xk = (q1, . . . , qNℓ)(1, ω

k, ω2k, . . . , ω(Nℓ−1)k)t ∈ C, k ∈ Z/Nℓ. They
are coordinates after diagonalization using the discrete Fourier transform.
As ω is a root of unity, we have that xk = xNℓ−k. In particular, x0 is a real
number. Also recall that λk(z) = λNℓ−k(z). Then the diagonal form of Qz is

Qz(x0, x1, . . . , xNℓ−1) = λ0(z)x
2
0 +

Nℓ−1∑

k=1

λk(z)|xk|2,

(x0, x1, . . . , xNℓ−1) ∈ R× CNℓ−1.

(3.17)

Notice that the discrete Fourier transform that we applied is a complex
linear transform, it is easier to work in complex coordinates. However, the
constrains xk = xNℓ−k shows that actually we only have half independent
complex coordinates, so the real dimension here is still Nℓ. To our conve-
nience in formulating the action, we still use the complex coordinates. We
also need to discuss parity ofNℓ. SinceN is chosen arbitrarily, we can always
assume N is odd. Then the parity of Nℓ is the parity of ℓ.

If ℓ is odd, then the diagonal form is

Qz(x0, x1, . . . , x(Nℓ−1)/2) = λ0(z)x
2
0 + 2

(Nℓ−1)/2∑

k=1

λk(z)|xk|2,

(x0, x1, . . . , x(Nℓ−1)/2) ∈ R× C(Nℓ−1)/2 ∼= RNℓ.

(3.18)

If ℓ is even, then the diagonal form is

Qz(x0, x1, . . . , xNℓ/2−1, xNℓ/2)

=λ0(z)x
2
0 + 2

Nℓ/2−1∑

k=1

λk(z)|xk|2 + λNℓ/2(z)|xNℓ/2|2,

(x0, x1, . . . , xNℓ/2−1, xNℓ/2) ∈ R× CNℓ/2−1 × R ∼= RNℓ.

(3.19)

Now, the action is easier to describe under the diagonal form. By definition of
xk, we have xk =

∑
i∈Z/Nℓ qi+1ω

ik. The Z/ℓ-action is given by (qi) 7→ (qi−N ).
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Then we have

xk =
∑

i∈Z/Nℓ

qi+1ω
ik 7→

∑

i∈Z/Nℓ

qi+1−Nω
ik

= ωkN
∑

i∈Z/Nℓ

qi+1−Nω
(i−N)k = ωkNxk.

Therefore, the Z/ℓ-action on the diagonal form is as follows: if we take
µ = ωN a primitive ℓth root of unity, then

(3.20) µ · (xk)k = (µkxk)k,

where k = 0, 1, . . . , Nℓ/2− 1 if ℓ is odd and k = 0, 1, . . . , Nℓ/2 if ℓ is even.

Consequently, the fixed point sets
(
WN
ℓ (z)

)Z/ℓ
is again a quadratic cone,

whose index is 1 + 2
⌊
−z/ℓ

⌋
. The diagonal ∆RNℓ is given by {(x0, 0, . . . , 0) :

x0 ∈ R} in diagonal form, it is a subset of
(
WN
ℓ (z)

)Z/ℓ
.

Finally, we return to the isomorphism of Proposition 3.11. Take z′ ≤
z ≤ 0. Since SS(Eℓ) ⊂ {ζ ≤ 0}, the microlocal Morse lemma (Corollary 1.6)
shows that RΓ(R, (Eℓ)[z,0]) ∼= (Eℓ)z. Then there is a natural morphism

(Eℓ)z′ ∼= RΓ(R, (Eℓ)[z′,0])→ RΓ(R, (Eℓ)[z,0]) ∼= (Eℓ)z.

On the other hand, the isomorphism in Lemma 3.10 shows that (Eℓ)z ∼=
RΓc(WN

ℓ (z),K) ∼= RΓc(R1+2⌊−z⌋,K). Then the natural morphism above is
given by

RΓc(R1+2⌊−z′⌋,K)→ RΓc(R1+2⌊−z⌋,K).

The decomposition, Proposition 3.11, tells us that the natural morphism is
0 in the non-equivariant category.

In the equivariant category, the morphism is induced from a vector bun-
dle

R1+2⌊−z′⌋ ×Z/ℓ S
∞ → R1+2⌊−z⌋ ×Z/ℓ S

∞,

which is a lifting of the following vector bundle

R1+2⌊−z′⌋ ×S1 S∞ → R1+2⌊−z⌋ ×S1 S∞

via the natural restriction Z/ℓ ⊂ S1.
So, in the S1-equivariant derived category, the morphism is given by

the mod K reduction of the (Z-coefficient) top Chern class for the second
vector bundle, which is (⌊−z′⌋!/⌊−z⌋!)u⌊−z′⌋−⌊−z⌋ ∈ Ext∗S1(K,K), which is
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non-zero. After restricting to the Z/ℓ-equivariant derived category, the mor-
phism is non-zero for a suitable reduction in a finite field K. For example,
we could require 0 < ⌊−z′⌋ < char(K) to make sure that the morphism is
non-zero.

The higher dimension (d ≥ 2) case: Now, we start to discuss the
higher dimension situation. We already know that CLℓ(T ) ∼= CLℓ(S)□⋆d.
Then Proposition 3.9 shows that

(3.21) CLℓ(T ) ∼= Eℓ
L

⊠d
L
⊠K{t≥0}.

As the decomposition indicated in Proposition 3.11, Eℓ
L

⊠d|{z≤0} has a de-
composition on {z ≤ 0} indexed by lattice points. Besides, we also have a

topological description of Eℓ
L

⊠d|{z≤0}. Let us first discuss the topological de-
scription and then state the decomposition. Since we have d copies of Eℓ, it is
convenient to denote q = (q1, . . . , qd) ∈ Rd =: Vq. Then Lemma 3.10 shows
us

(3.22) Eℓ
L

⊠d

∣∣∣∣
(−Nℓ/4,0]d

∼= Rπq!K∏
i=1 W

N
ℓ,i
,

where WN
ℓ,i means the ith copy of one WN

ℓ , i ∈ [d] = {1, . . . , d}, q =

(q1, . . . ,qNℓ) and qk = (q1k, . . . , q
d
k). Let z = (z1, . . . , zd), we also define

dWN
ℓ :=

d∏

i=1

WN
ℓ,i = {(z,q1, . . . ,qNℓ) ∈ (−Nℓ/4, 0]d × V Nℓ :

Qzi((q
i
k)k∈[Nℓ]) ≥ 0, i ∈ [d]},

dWN
ℓ (z) :=

d∏

i=1

WN
ℓ,i(zi) = {(q1, . . . ,qNℓ) ∈ V Nℓ :

Qzi((q
i
k)k∈[Nℓ]) ≥ 0, i ∈ [d]}.

The group Z/ℓ acts on each WN
ℓ via (qik)k∈[Nℓ] 7→ (qik−N )k∈[Nℓ]. Therefore,

Z/ℓ acts diagonally on dWN
ℓ via (qk)k∈[Nℓ] 7→ (qk−N )k∈[Nℓ].

The diagonalization applies for each i ∈ [d], and then on dWN
ℓ (z). We set

xk = (x1k, . . . , x
d
k) and xi = (xi1, . . . , x

i
Nℓ), then the coordinates of dWN

ℓ (z)
after diagonalization are (xik)i,k = (xk)k = (xi)i, where k = 0, 1, . . . , (Nℓ−
1)/2 if ℓ is odd and k = 0, 1, . . . , Nℓ/2 if ℓ is even.

So for each z = (z1, . . . , zd) ∈ (−Nℓ/4, 0]d, the space dWN
ℓ (z) is a prod-

uct of quadratic cones of indices 1 + 2
⌊
−zi
⌋
respectively, and then dWN

ℓ (z)
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is properly homotopic to a quadratic cone of index d+ 2I(z), where I(z) =∑d
i=1

⌊
−zi
⌋
. Therefore, dWN

ℓ (z) is properly homotopic to Rd+2I(z) and a
refinement of this fact will be proven in Lemma 3.17.

The fixed point sets
(
dWN

ℓ (z)
)Z/ℓ

is also properly homotopic to a
quadratic cone of index d+ 2I(z/ℓ). The diagonal ∆V Nℓ is given by {(xik)i,k :
∀i, ∀k ̸= 0, xik = 0, xi0 ∈ R} in diagonal form, it is a subset of

(
dWN

ℓ (z)
)Z/ℓ

.
To be clear, let us set some higher dimensional interval notation. For

x, y ∈ Rd, we let (x, y] =
∏d
i=1(xi, yi] be the half-open cube from x to y. We

can define half-open cubes [x, y), open cubes (x, y), and closed cubes [x, y]
in the same way. Recall that we use xy to denote the segment between x, y;
only when d = 1, we have xy = [x, y]. Also, recall O ∈ Rd is the origin, and
we set ✶ = (1, . . . , 1) and ei = (δij)

d
j=1 where δij stands for the Kronecker

symbol.
Then either our topology description of dWN

ℓ or the decomposition result
Proposition 3.11 shows that

Lemma 3.12. For each z ≤ 0, we have the equivariant isomorphism

(Eℓ
L

⊠d)z ∼= RΓc(Rd+2I(z),K) ∼= K[−d− 2I(z)].

In the non-equivariant derived category, we have a decomposition as follows:

Eℓ
L

⊠d|{z≤0}
∼=
⊕

v∈Nd
0

K(−v−✶,−v][−d− 2I(−v)].

In the equivariant derived category, for z′, z ∈ (−∞, 0]d, if z′i ≤ zi for all
i ∈ [d], the natural morphism,

Eℓ
L

⊠d|z′ ∼= K[−d− 2I(z′)]→ Eℓ
L

⊠d|z ∼= K[−d− 2I(z)],

is induced by the mod-K reduction of the top Chern class of the vector bundle

Rd+2I(z′) ×S1 ES∞ → Rd+2I(z) ×S1 S∞,

where S1 acts on Rd trivially, and acts on R2I(z) by the weight
((1, . . . , ⌊−zi⌋))i∈[d].

Propagation and γ-topology Finally, let us describe a propagation
phenomena of Eℓ. It is simple but crucial for our later application. No-
tice that, for a given z ∈ (−Nℓ/4, 0], the map z 7→ WN

ℓ (z) is a decreas-
ing map with respect to the inclusion order. Microlocally, it means that
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SS(Eℓ) ⊂ {ζ ≤ 0}, which is already known to us as a general fact from the
microsupport estimate (by Corollary 1.6 for example). We have, for z ≤ 0,
that

(Eℓ)z ∼= RΓc(R, (Eℓ)[z,0]) ∼= K[−1− 2
⌊
−z
⌋
].

In higher dimension, the same thing still happens. For z ∈ (−∞, 0]d, we can
compute directly, using Lemma 3.10, to see that

(3.23) (E
L

⊠d
ℓ )z ∼= RΓc(Rdz , (E

L

⊠d
ℓ )[z,O]) ∼= K[−d− 2I(z)].

However, as SS(E
L

⊠d
ℓ ) ⊂ Rdz × (−∞, 0]dζ and [z,O] = ({z}+ [0,∞)d) ∩

(−∞, 0]d, the isomorphisms (3.23) can also be obtained pure microlocally.
For a closed proper convex cone γ ⊂ Rd, we can consider the γ-topology

on Rd. We refer to [KS90, Section 3.5, Section 5.2] and [KS18] for more
about the definition and sheaf theory related to γ-topology. A closed subset
Z ⊂ Rd is γ-closed if Z = Z − γ. Now, consider the induced topology of the
γ-topology on γ. Then the notation Σγ = (Σ− γ) ∩ γ is exactly the closure
of the γ-topology for a closed set Σ ⊂ γ. So, for a closed subset Σ ⊂ γ, we
say Σγ the γ-closure of Σ and we say Σ is γ-closed if Σγ = Σ.

Now, let us take a sheaf F ∈ D(Rd) satisfying SS(F ) ⊂ Rd × (−γ). Then
we claim that if Σ is compact and convex, we have that

(3.24) RΓc(Rdz , FΣ) ∼= RΓc(Rdz , FΣγ
).

We can give a proof of (3.24) as follows: The microsupport SS(F ) ⊂
Rd × (−γ) together with the microlocal cut-off lemma [KS90, Proposition
5.2.3] shows that Fγ is a −γ-sheaf on Rdz , i.e. Fγ is pullbacked from a sheaf
on Rdz equipped with the −γ-topology. Then its global section over Σ is
isomorphic to the global section over the γ-closure Σγ by [KS90, Proposition
3.5].

Now, as SS(E
L

⊠d
ℓ ) ⊂ Rdz × (−∞, 0]dζ , we can take γ = (−∞, 0]d, which is

a proper convex cone. So, we can talk about Σγ for a closed subset Σ ⊂ γ.
For example, {z}γ = [z,O] for z ∈ γ. Then we apply (3.24) to E

L

⊠d
ℓ to obtain

the first isomorphism of (3.23) and the stronger result: for a compact and
convex set Σ, we have

(3.25) RΓc(Rdz , (Eℓ)Σ). ∼= RΓc(Rdz , (Eℓ)Σγ
).
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3.4. Proof of Theorem 3.6

In this subsection, we will prove the structure theorem.
Idea and sketch of the proof: We present (Fℓ(XΩ,K))T as

RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T

ã
, to which we can apply the results in subsection 3.3.

Now, consider the inclusion sequence {O} ⊂ ZO ⊂ Ω◦
T , then we have a com-

mutative diagram.

RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T

ã
RΓc

Å
Rd, (Eℓ

L

⊠d)ZO

ã
K[−d− 2I(Z)]

RΓc

Å
Rd, (Eℓ

L

⊠d)O

ã
K[−d]

∼=

kZuI(Z)

∼=

By definition, the inclined arrow composed with the bottom isomorphism
gives the fundamental class, and we call the upper horizontal arrow (up to
constant) ΛZ,ℓ. Lemma 3.12 shows that (up to a constant kZ) the vertical
morphism is uI(Z). Eventually, we absorb the constant into ΛZ,ℓ since the
constant is uniquely determined by Z and ℓ. The commutative diagram in-

duces a decomposition η
Z/ℓ
T (XΩ,K) = uI(Z)ΛZ,ℓ. In particular, the presence

of ΛZ,ℓ shows us the minimal cohomology degree is smaller than −2I(Z) for
all Z ∈ Ω◦

T .
To achieve the non-torsioness, we need to prove that the fundamental

class η
Z/ℓ
T (U,K), a degree 0 morphism, is non-zero. We have two approaches.

The easiest one is to take a small ball B ⊂ U , and then we apply the com-
putation for balls (which can be derived directly from Lemma 3.12). The
harder one is that we study its cocone, which is computed by homology of
a union of finite dimensional manifolds.

I will discuss the harder approach since it provides us with more struc-
tural results, for example, rank and degree distribution of torsion ele-
ments. We will argue by a localization trick. In particular, we show that

H∗C
Z/ℓ
T (XΩ,Fpℓ) is a finitely generated module over Fpℓ [u] whose free part

is of rank 2. Then the argument also shows that torsion cannot happen in
non-negative degrees.

Finally, we study further the cocone of the fundamental class to show
that the minimal cohomology degree is greater than −2I(Ω◦

T ).
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Therefore, our technical discussion will focus on the formula for

RΓc

Å
Rd, (Eℓ

L

⊠d)W

ã
for a locally closed set W ⊂ Ω◦

T , and its minimal de-

gree estimate. We will organize our arguments in the following way:

• We first compute (Fℓ(XΩ,K))T using its isomorphism with

RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T

ã
, where Eℓ

L

⊠d is discussed in the last subsection.

Consequently, we derive a similar formula for the cocone of the fundamental

class, i.e. RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T \O

ã
. Then the result of the last subsection will

reduce them to a cohomology of a topological space WN
ℓ (Ω◦

T ) (see (3.29)
later for its definition). We will achieve the targets in Lemma 3.14.

• Recall the lattice decomposition (Proposition 3.11) of the sheaf E
L

⊠d
ℓ . We

hope to utilize the lattice description to obtain a minimal degree estimate
for the cocone of the fundamental class. A problem here is that we are
computing cohomology of sheaves over Ω◦

T , while Ω◦
T is usually curved. So,

our idea is to decompose Ω◦
T into “almost cubes”, which are introduced in

Lemma 3.16. Next, we will study the proper homotopy type of WN
ℓ (Ω◦

T ) in
the case that Ω◦

T is an almost cube. This is Lemma 3.17.

• Finally, we use the computation for almost cubes as an induction step
to obtain the minimal degree estimate in general. This is done using the
Mayer–Vietoris sequence in Lemma 3.18. After that, we will finish the proof
of Theorem 3.6.

Remark 3.13. A technical fact is that in the induction process of the min-
imal degree estimate, we have to deal with some sets that are not necessarily
convex. However they are γ-closed. So, we will present the result for γ-closed
set Σ, not only Ω◦

T , from the beginning in the following.

Preliminary lemmas: For a convex toric domainXΩ, by the discussion
following (3.8), we have Ω◦ ⊂ γd × [0,∞). Then (2.17) and (3.21) show that

Fℓ(XΩ,K) ∼= Rπz!Rs
2
t!

Å
Eℓ

L

⊠d
L
⊠K{t1≥0}

L
⊗π−1

t1 KΩ◦

ã
(3.26)

∼= Rπz!

ï
(Eℓ

L

⊠d
L
⊠K{t≥0})Ω◦

ò
.

Therefore, we conclude that

(3.27) (Fℓ(XΩ,K))T ∼= RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T

ã
.
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In particular, for XRd = T ∗V , we have

(Fℓ(T
∗V,K))T ∼= RΓc

Å
Rd, (Eℓ

L

⊠d)O

ã
∼= K[−d].

Then, by definition, the fundamental class is

RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T

ã
→ RΓc

Å
Rd, (Eℓ

L

⊠d)O

ã
∼= K[−d].

For Z ∈ Ω◦
T , we apply (3.25) for the segment Σ = ZO, then we have (recall

that [Z,O] denotes a cube here)

RΓc(Rdz , (E
L

⊠ℓ
ℓ )ZO)

∼= RΓc(Rdz , (E
L

⊠ℓ
ℓ )[Z,O]) ∼= K[−d− 2I(Z)],

since [Z,O] = ZOγ . Now, we can embed the fundamental class into an ex-
cision triangle:

RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T \O

ã
→ RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T

ã

η
Z/ℓ
T (XΩ,K)−−−−−−−→ RΓc

Å
Rd, (Eℓ

L

⊠d)O

ã
+1−−→ .

Both Ω◦
T and ZO are compact convex. We would like to apply the iso-

morphism (3.22) to compute the cohomology of E
L

⊠d
ℓ in term of dWN

ℓ .
Assumption: For any compact subset Σ ⊂ γ, we will fix an odd integer

N = N(Σ) > 0 and a positive number ε > 0 such that Σ ⊂ [−Nℓ/4− ε, 0]d.
The existence of N and ε is ensured by the compactness of Σ.

Lemma 3.14. For a compact set Σ ⊂ γ such that Σ ∩ [x, y] is empty or
contractible for all x ≤ y, x, y ∈ γ (recall here, [x, y] means the closed cube
from x to y). We have

(3.28) RΓc

Å
Rd, (Eℓ

L

⊠d)Σ

ã
∼= RΓc

Ä
WN
ℓ (Σ),K

ä
,

where

(3.29) WN
ℓ (Σ) =

⋃

z∈Σ

dWN
ℓ (z) = πz

Ä
dWN

ℓ ∩ (Σ× V Nℓ)
ä
.
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As Σ = Ω◦
T is convex for T ≥ 0, we have, in particular

(Fℓ(XΩ,K))T ∼= RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T

ã
∼= RΓc

Ä
WN
ℓ (Ω◦

T ),K
ä
,

RΓc

Å
Rd, (Eℓ

L

⊠d)Ω◦
T \O)

ã
∼= RΓc

Ä
WN
ℓ (Ω◦

T ) \∆V Nℓ ,K
ä
.

(3.30)

Proof. For N = N(Σ) > 0 and ε > 0 such that Σ ⊂ [−Nℓ/4− ε, 0]d, we have
the isomorphism (3.22) Eℓ

L

⊠d|[−Nℓ/4−ε,0]d ∼= Rπq!KdWN
ℓ ∩([−Nℓ/4−ε,0]d×V Nℓ),

and then we obtain

RΓc

Å
Rd, (Eℓ

L

⊠d)Σ

ã
∼= Rπz!

Ä
(Rπq!KdWN

ℓ
)Σ
ä

∼= Rπz!Rπq!KdWN
ℓ ∩(Σ×V Nℓ)

∼= Rπq!Rπz!KdWN
ℓ ∩(Σ×V Nℓ).

Claim: When restricted to dWN
ℓ ∩ (Σ× V Nℓ), the fiber of πz is compact

and contractible if it is non-empty. Indeed, Chiu proved, in the Lemma
4.10 of [Chi17], that the fibers of the restriction of πzi on WN

ℓ ∩ ([−Nℓ/4−
ε, 0]× RNℓ) are closed intervals. So the fibers of the restriction of πz on
dWN

ℓ ∩ ([−Nℓ/4− ε, 0]× RNℓ) are closed cubes. Hence, the fibers of the
restriction of πz on dWN

ℓ ∩ (Σ× V Nℓ) are intersections of closed cubes and
Σ, which are either empty or compact and contractible by assumption.

Consequently, the Vietoris-Begel theorem implies

Rπz!KdWN
ℓ ∩(Σ×V Nℓ)

∼= Kπz(dWN
ℓ ∩(Σ×V Nℓ)) = KWN

ℓ (Σ).

Therefore, RΓc

Å
Rd, (Eℓ

L

⊠d)Σ

ã
= Rπq!(KWN

ℓ (Σ)) ∼= RΓc
(
WN
ℓ (Σ),K

)
.

The statements involve Σ = Ω◦
T follow from the discussion above the

lemma. □

Remark 3.15. The condition in the lemma is true for compact convex
sets Σ. For our last applications, we need to, in adition, consider γ-closed
sets for γ = (−∞, 0]d. For a closed set Σ ⊂ γ, the γ-closure is defined as
Σγ = (Σ− γ) ∩ γ. We say Σ is γ-closed if Σγ = Σ. For example, γ \ (̊γ + z)
is γ-closed for z ∈ γ, and the intersection of two γ-closed sets is γ-closed.
The γ-closed sets satisfy the condition of Lemma 3.14. Indeed, for a closed
cube [x, y] with x, y ∈ γ, a γ-closed Σ, and any z ∈ Σ ∩ [x, y], we have xz ⊂
Σ ∩ [x, y]. Therefore, Σ ∩ [x, y] is star-shaped and then contractible.
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As z 7→ W(z) is a decreasing map, one can see that WN
ℓ (Σ) =WN

ℓ (Σγ)
for all compact subset Σ ⊂ γ. In particular, if Σ satisfies the condition of
Lemma 3.14, then the lemma implies that

RΓc

Å
Rd, (Eℓ

L

⊠d)Σγ

ã
∼=−→ RΓc

Å
Rd, (Eℓ

L

⊠d)Σ

ã
,

which can be seen as a generalization of (3.25) (which is only true
for compact convex subsets) for compact sets satisfying the condition of
Lemma 3.14. Later, we will mainly focus on γ-closed sets Σ.

Now, to understand the cohomology of WN
ℓ (Σ) (see (3.29)), we start

from a special case that Σ is an “almost closed cube”, which will be defined
in Lemma 3.16. Let us recall some notation and introduce some new ones.

First, recall that, for x, y ∈ Rd, we let (x, y] =
∏d
i=1(xi, yi] be the half-

open cube from x to y. Similarly, we define open cubes and closed cubes
in this way. Also, recall O ∈ Rd is the origin, and we set ✶ = (1, . . . , 1) and
ei = (δij)

d
j=1 where δij stands for the Kronecker symbol. For simplicity, we

also denote Cx = [x, x+ ✶) for x ∈ Rd.
Next, for a compact γ-closed set Σ ⊂ γ, we set

JΣ = (−Σ) ∩ Zd≥0 = {v ∈ Zd≥0 : (−Σ) ∩ Cv ̸= ∅},
∂JΣ = {v ∈ JΣ : ∀i, v + ei ̸∈ JΣ} = {v ∈ JΣ : (−Σ) ∩ (Cv \ Cv) = ∅}.

The compactness of Σ shows that both JΣ and ∂JΣ are finite sets.

Lemma 3.16. Let Σ ⊂ γ be a compact γ-closed set. Then ∂JΣ = {v} for
some v ∈ Zd≥0 if and only if [O, v] ⊂ −Σ ⊂ [O, v + ✶) for the same v ∈ Zd≥0.

We say that Σ is an almost cube if it satisfies these equivalent conditions.

Proof. When [O, v] ⊂ −Σ ⊂ [O, v + ✶), taking the intersection with Cw \ Cw
for all w ∈ JΣ, we obtain

[O, v] ∩ (Cw \ Cw) ⊂ (−Σ) ∩ (Cw \ Cw) ⊂ [O, v + ✶) ∩ (Cw \ Cw).

Then we can obtain ∂JΣ = {v} from that [O, v] ∩ (Cw \ Cw) = ∅ only when
v = w.

Conversely, when ∂JΣ = {v}, we have −v ∈ Σ. So Σ = Σγ implies
[−v,O] = {−v}γ ⊂ Σ. Now, suppose −Σ ⊈ [O, v + ✶), then there is a z ∈ Σ
such that −zi = vi + 1 for some i ∈ [d]. Therefore, v + ei ∈ JΣ. If v + ei /∈
∂JΣ, the argument repeats and there exists another j ∈ [d] such that
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v + ei + ej ∈ JΣ. We can continue until we obtain a index set I (with possi-
ble multiplicities) such that v +

∑
I ei ∈ ∂JΣ. Since JΣ is a finite set, then

the index set must be finite. However, ∂JΣ = {v}, then v +
∑

I ei /∈ ∂JΣ.
Hence we get a contradiction. Then −Σ ⊂ [O, v + ✶). □

Here, we are going to prove a refinement of the fact that dWN
ℓ (−v) is prop-

erly homotopic to Rd+2I(−v) as noticed before Lemma 3.12.

Lemma 3.17. For a compact γ-closed set Σ ⊂ γ with ∂JΣ = {v}, i.e. Σ
is an almost cube, the subspace Rd × CI(−v) is a strong deformation retract
of WN

ℓ (Σ) under a proper deformation retraction. Moreover, ∆V Nℓ
∼= Rd ×

{0} ⊂ Rd × CI(−v) is invariant under the retraction.

Proof. Here, we use the diagonal form of Qz we introduced in (3.17).

Then the coordinate system on
Ä
R× C

Nℓ−1

2

äd
is (xik)i,k = (xk)k = (xi)i

with xk = (x1k, . . . , x
d
k) and xi = (xi0, . . . , x

i
k), where i ∈ [d] = {1, . . . , d}, k =

0, 1, . . . (Nℓ− 1)/2 if ℓ is odd and k = 0, 1, . . . Nℓ/2 if ℓ is even. For short-
ness, we only deal with the ℓ odd case. The ℓ even case has the same proof
with minor corrections on the notation. Recall that

WN
ℓ (Σ) =

{
(xi)i = (xi0, x

i
k)i,k : ∃z ∈ Σ, ∀i, Qzi(xi) ≥ 0

}
,

∆V Nℓ =
{
(xi)i = (xi0, x

i
k)i,k : ∀k ≥ 1, i ∈ [d], such that xik = 0

}
.

For 0 ≤ m ≤ (Nℓ− 1)/2, i ∈ [d], consider him : R× C
Nℓ−1

2 × [0, 1]→ R×
C

Nℓ−1

2 ,

him(x
i
0, x

i
+, x

i
−, t) = him,t(x

i
0, x

i
+, x

i
−) = (xi0, x

i
+, tx

i
−),

where xi+ = (xi1, . . . , x
i
m), x

i
− = (xim+1, x

i
m+2, . . . , x

i
(Nℓ−1)/2).

By assumption of the lemma, v ∈ −Σ ⊂ [0, Nℓ/4)d. Then we have

0 ≤ vi < Nℓ/4 ≤ (Nℓ− 1)/2. Now, define Hv :
Ä
R× C

Nℓ−1

2

äd × [0, 1]→Ä
R× C

Nℓ−1

2

äd
by

Hv,t = h1v1,t × · · · × h
d
vd,t.

Then we have Hv,1 is the identity map. Next, we have the following:

• Hv,t(WN
ℓ (Σ)) ⊂ WN

ℓ (Σ). Indeed, (xi)i ∈ WN
ℓ (Σ) implies there exists z ∈

Σ such that for all i ∈ [d], we have Qzi(x
i) ≥ 0. So, in the diagonal form

For the author's personal use only.

For the author's personal use only.



✐

✐

“1-Zhang” — 2024/9/15 — 0:44 — page 508 — #68
✐

✐

✐

✐

✐

✐

508 Bingyu Zhang

(3.18), we have for all i ∈ [d],

λ0(zi)|xi0|2 + 2

vi∑

k=1

λk(zi)|xik|2 ≥ 2
∑

k≥vi+1

(−λk(zi))|xik|2.

Now −Σ ⊂ [O, v + ✶) implies that zi < vi + 1 for all i ∈ [d], hence λk(zi) < 0
for k ≥ vi + 1 and for all i ∈ [d]. So

λ0(zi)|xi0|2 + 2

vi∑

k=1

λk(zi)|xik|2 ≥ 2
∑

k≥vi+1

(−λk(zi))|xik|2

≥ 2t2
∑

k≥vi+1

(−λk(zi))|xik|2,

i.e., Qzi(hvi,t(x
i)) ≥ 0 for all i ∈ [d]. Hence Hv,t(x

1, . . . ,xd) ∈ WN
ℓ (Σ).

• Hv|WN
ℓ (Σ) is proper. Indeed, taking (xi)i ∈ WN

ℓ (Σ) such that Hv((x
i)i) ∈

[−M,M ]d, we have that
∑vi

k=0 |xik|2 +
∑

k≥vi+1 |txik|2 ≤M , for all i ∈ [d].

Obviously,
∑vi

k=0 |xik|2 ≤M , for all i ∈ [d], and

2 max
k=0,...,vi
z∈Σ

|λk(zi)|M ≥ λ0(zi)|xi0|2 + 2

vi∑

k=0

λk(zi)|xik|2

≥ 2
∑

k≥vi+1

(−λk(zi))|xik|2

≥ 2 min
k≥vi+1
z∈Σ

|λk(zi)|
∑

k≥vi+1

|xik|2.

Since λk(zi) < 0 for k ≥ vi + 1, and z ∈ Σ, we have mink≥vi+1
z∈Σ

|λk(zi)| > 0.

Consequently,

∑

k≥vi+1

|xik|2 ≤

max
k=1,...,vi
z∈Σ

|λk(zi)|

min
k≥vi+1
z∈Σ

|λk(zi)|
M =: KM.

It means that
∑vi

k=0 |xik|2 +
∑

k≥vi+1 |xik|2 ≤ (1 +K)M , for all i ∈ [d], where

K = K(Σ) is a constant only depending on WN
ℓ (Σ).

So, we have shown that the pre-image of a bounded set under Hv|WN
ℓ (Σ)

is bounded. It means that Hv|WN
ℓ (Σ) is proper.

Hence Hv|WN
ℓ (Σ) is a proper homotopy with Hv,1|WN

ℓ (Σ) = IdWN
ℓ (Σ)
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• Rd × CI(−v) × {0} ⊂ WN
ℓ (Σ). Let (xi)i ∈ Rd × CI(−v) × {0}. This means

that for all i ∈ [d], xi = (xi0, x
i
+, x

i
−) satisfies x

i
− = 0. Since z = −v ∈ Σ, by

assumption, it is enough to check that Q−vi(x
i) ≥ 0 for all i ∈ [d]. Now

λk(−vi) ≥ 0 for k = 0, 1, . . . , vi. Then for all i ∈ [d], we have

Q−vi(x
i
0, x

i
+, 0) = λ0(−vi)|xi0|2 + 2

vi∑

k=1

λk(−vi)|xik|2 ≥ 0.

So (xi)i ∈ WN
ℓ (Σ) and then Rd × CI(−v) × {0} ⊂ WN

ℓ (Σ).

• Hv,0(WN
ℓ (Σ)) ⊂ Rd × CI(−v) × {0}. Indeed for (xi)i ∈ WN

ℓ (Σ), we have
hivi,0(x

i) = (xi0, x
i
+, 0) for all i ∈ [d]. Then Hv,0(WN

ℓ (Σ)) ⊂ Rd × CI(−v) ×
{0}.

On the other hand, by definition of hivi , we have

hivi(x
i
0, x

i
+, 0, t) = (xi0, x

i
+, t0) = (xi0, x

i
+, 0).

So Hv,t|Rd×CI(−v)×{0} = IdRd×CI(−v)×{0} for all t ∈ [0, 1]. Therefore, Rd ×
CI(−v) × {0} is a proper strong deformation retract of WN

ℓ (Σ) under
Hv,t|WN

ℓ (Σ). □

Below, we will frequently use the equivariant global section functor

RΓc

Å
Rd, (Eℓ

L

⊠d)W

ã
for locally closed set W ⊂ γ. Then we denote it by

(3.31) ΓE(W ) := RΓc

Å
Rd, (Eℓ

L

⊠d)W

ã
,

for shortening the length of notation until the end of the subsection.

Lemma 3.18. Let Σ ⊂ γ be a compact γ-closed set such that Σ ⊂
(−pℓ✶, O]. Recall the notation I(Σ) at (3.10). Then

Extq−d
Z/ℓ (ΓE(Σ \O),Fpℓ) ∼= 0 if q /∈ [−2I(Σ),−1].

The Fpℓ-vector space Extq−d
Z/ℓ (ΓE(Σ \O),Fpℓ) is finite dimensional.

Proof. We proceed by induction on |JΣ|. We notice that the maximum I(Σ)
can be achieved by some v since Σ ∩ Zd is finite. Moreover, if v ∈ JΣ satisfies
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I(−v) = I(Σ), then v ∈ ∂JΣ. We will use the excision distinguished triangle

(3.32) ΓE(Σ \O)→ ΓE(Σ) ηΣ−→ ΓE(O)
+1−−→ .

If |JΣ| = 1, that is JΣ = {0}, then Lemma 3.17 shows that ηΣ is an
isomorphism in the derived category. Then ΓE(Σ \O) ∼= 0 by (3.32) and the
result follows.

Now, we suppose the result is true for all Σ′ such that |JΣ′ | < |JΣ| and
we distinguish the cases |∂JΣ| = 1 and |∂JΣ| > 1.

1) If ∂JΣ = {v} is a singleton, i.e. Σ is an almost cube. The case v = 0 is
already done and we assume I(−v) > 0. Then the excision sequence (3.32),
Lemma 3.14 and Lemma 3.17 together show the isomorphisms in the equiv-
ariant derived category

ΓE(Σ \O) ∼= RΓc(WN
ℓ (Σ) \∆V Nℓ ,Fpℓ) ∼= RΓ(S2I(−v)−1,Fpℓ)[−d− 1],

where the action of Z/ℓ on S2I(−v)−1 is given in (3.20). We have

Ext∗−d
Z/ℓ (ΓE(Σ \O),Fpℓ) ∼= Ext∗+1

Z/ℓ

Ä
RΓ(S2I(−v)−1,Fpℓ),Fpℓ

ä
∼= Ext∗+1

Ä
(Fpℓ)S2I(−v)−1 , ω

!
S2I(−v)−1

ä
∼= H

Z/ℓ
−∗−1(S

2I(−v)−1,Fpℓ),

where we used the equivariant Poincaré duality, which holds since S2I(−v)−1

is compact and orientable.
Under the assumption Σ ⊂ (−pℓ✶, O], the Z/ℓ-action is free by (3.20).

HenceH
Z/ℓ
−∗−1(S

2I(−v)−1,Fpℓ) computes the usual cohomology of the quotient

QZ/ℓ = S2I(−v)−1/(Z/ℓ), which is the lens space of dimension 2I(−v)− 1.
Then, we have

Hq(QZ/ℓ) =

®
Fpℓ , q ∈ [0, 2I(−v)− 1],

0, q /∈ [0, 2I(−v)− 1].

Converting to cohomology degree, we obtain: Ext∗−d
Z/ℓ (ΓE(Σ \O),Fpℓ) is con-

centrated in [−2I(−v),−1] and finite dimensional.
The proof of this part is independent of our induction, so it can be applied

to the second case.

2) If |∂JΣ| ≥ 2, take v ∈ ∂JΣ such that I(−v) = I(Σ). Then we can take
1 > δ > 0 such that Σ ∩ (γ + (δ✶− v)) ⊂ (−v, 0]. This is possible due to the
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compactness of Σ. Let us define:

A = [Σ ∩ (γ + (δ✶− v))]γ ,
B = Σ ∩ [γ \ (̊γ + (δ✶− v))].

(3.33)

Then we have a closed covering Σ = A ∪B. Moreover, both A and B are
compact γ-closed sets, then so is A ∩B (see Figure 1).

C−v

O A

C−v

O B

C−v

O A ∩B

Figure 1: The picture illustrate the construction of A,B. Σ is the back-
ground blue set.

Then we have the Mayer-Vietoris triangle,

ΓE(Σ \O)→ ΓE(A \O)⊕ ΓE(B \O)→ ΓE((A ∩B) \O)
+1−−→ .

Next, we apply the Ext∗−d
Z/ℓ (−,Fpℓ) ∼= Ext∗

Z/ℓ (−,Fpℓ [−d]) to obtain a long
exact sequence

Ext∗−d
Z/ℓ (ΓE((A ∩B) \O),Fpℓ)→

Ext∗−d
Z/ℓ (ΓE(A \O),Fpℓ)⊕ Ext∗−d

Z/ℓ (ΓE(B \O),Fpℓ)→

Ext∗−d
Z/ℓ (ΓE(Σ \O),Fpℓ)

+1−−→ .

(3.34)

By our construction (3.33), we have
• |∂JA| = 1. Hence we can apply the result of (1). So that
Ext∗−d

Z/ℓ (ΓE(A \O),Fpℓ) is concentrated in [−2I(A),−1] ⊂ [−2I(Σ),−1].
• |JB| < |JΣ|. We can use the induction hypothesis, hence
Ext∗−d

Z/ℓ (ΓE(B \O),Fpℓ) is concentrated in [−2I(B),−1] ⊂ [−2I(Σ),−1].
• |JA∩B| < |JΣ|, since JA∩B ⊂ JA but v /∈ JA∩B. Then we can use the in-
duction hypothesis, that Ext∗−d

Z/ℓ (ΓE((A ∩B) \O),Fpℓ) is concentrated in

[−2I(A ∩B),−1]. Moreover, in JA, v is the only lattice point such that
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I(−v) = I(Σ), then for all v′ ∈ JA∩B ⊂ JA \ {v}, we have I(−v′) < I(Σ).
Then |I(A ∩B)| < I(Σ), and [−2I(A ∩B),−1] ⊂ [−2I(Σ) + 2,−1].

Therefore, it follows from the long exact sequence (3.34) that
Ext∗−d

Z/ℓ (ΓE(Σ \O),Fpℓ) is concentrated in [−2I(Σ),−1] and finite dimen-
sional. □

Now, we are in the position to prove Theorem 3.6.

Proof of Theorem 3.6. The equation (3.30) says that (Fℓ(XΩ,Fpℓ))T ∼=
ΓE(Ω◦

T ). Now, consider the inclusion sequence {O} ⊂ ZO ⊂ Ω◦
T of closed

sets. Then we have a commutative diagram:

ΓE(Ω◦
T ) ΓE(ZO) Fpℓ [−d− 2I(Z)]

ΓE(O) Fpℓ [−d]

∼=

kZuI(Z)

∼=

By definition, the inclined arrow compose with the bottom isomorphism

gives the fundamental class η
Z/ℓ
T (XΩ,Fpℓ). The terms ΓE(ZO) and ΓE(O)

are computed using Lemma 3.12 and (3.25). Lemma 3.12 also shows that the
vertical morphism is kZu

I(Z), where kZ is a constant only depends on Z. We
absorb the constant into the horizontal arrow, then we call it ΛZ,ℓ. There-

fore, the commutative diagram induces a decomposition η
Z/ℓ
T (XΩ,Fpℓ) =

uI(Z)ΛZ,ℓ.

Now, let us embed the fundamental class η
Z/ℓ
T (XΩ,Fpℓ) into the excision

triangle (the triangle (3.32) for Σ = Ω◦
T )

(3.35) ΓE(Ω◦
T \O)→ ΓE(Ω◦

T )
η
Z/ℓ
T (XΩ,Fpℓ

)−−−−−−−−→ ΓE(O)
+1−−→ .

So, after applying RHomZ/ℓ(−,Fpℓ [−d]), we get the distinguished trian-
gle:

RΓ(V, ω
Z/ℓ
V )→ C

Z/ℓ
T (XΩ,Fpℓ)

RHomZ/ℓ(η
Z/ℓ
T (XΩ,Fpℓ

),Fpℓ
[−d])−−−−−−−−−−−−−−−−−−−−→

RHomZ/ℓ(ΓE(Ω◦
T \O),Fpℓ [−d])

+1−−→ .
(3.36)

Here V ∼= Rd and it is equipped with the trivial Z/ℓ-action. Taking coho-
mology for the distinguished triangle, we get a long exact sequence of the
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Chiu-Tamarkin cohomology:

H∗
Z/ℓ(V,Fpℓ)→ H∗C

Z/ℓ
T (XΩ,Fpℓ)

Ext∗−d
Z/ℓ (η

Z/ℓ
T (XΩ,Fpℓ

),Fpℓ
)

−−−−−−−−−−−−−−−−→

Ext∗−d
Z/ℓ (ΓE(Ω

◦
T \O),Fpℓ)

+1−−→ .
(3.37)

When 0 ≤ T < pℓ/∥Ω◦
1∥∞, we have Ω◦

T ⊂ (−pℓ✶, O].
Then we can apply Lemma 3.18, Ext∗−d

Z/ℓ (ΓE(Ω◦
T \O),Fpℓ) is a finite

dimensional graded Fpℓ vector space which is concentrated in degrees
[−2I(Ω◦

T ),−1]. Then, it is torsion as a Fpℓ [u]-module.
One the other hand, H∗

Z/ℓ(V,Fpℓ)
∼= Ext∗

Z/ℓ(Fpℓ [−d],Fpℓ [−d]) ∼= Fpℓ [u, θ]
is concentrated in [0,∞).

Therefore, after tensoring with Fpℓ((u)),

Ext∗−d
Z/ℓ (η

Z/ℓ
T (XΩ,Fpℓ),Fpℓ)⊗Fpℓ

[u] Fpℓ((u))

is an isomorphism of Fpℓ((u))-vector spaces. Then, we conclude that

Ext∗−d
Z/ℓ (η

Z/ℓ
T (XΩ,Fpℓ),Fpℓ) ̸= 0 and so η

Z/ℓ
T (XΩ,Fpℓ) ̸= 0. Moreover, we have

that H∗C
Z/ℓ
T (XΩ,Fpℓ) is a finitely generated Fpℓ [u] module whose rank is 2

and the torsion part of H∗C
Z/ℓ
T (XΩ,Fpℓ) is Ext

∗−d
Z/ℓ (ΓE(Ω◦

T \O),Fpℓ).

Now, for the Fpℓ [u] moduleH∗C
Z/ℓ
T (XΩ,Fpℓ), its free part is concentrated

in [0,∞) and its torsion part are concentrated in degrees [−2I(Ω◦
T ),−1].

Then the minimal degree of H∗C
Z/ℓ
T (XΩ,Fpℓ) is at least −2I(Ω◦

T ), and tor-

sion elements of H∗C
Z/ℓ
T (XΩ,Fpℓ) only appear in degree [−2I(Ω◦

T ),−1].
On the other hand, this estimate is sharp. Indeed, we take Z ∈ Ω◦

T

such that I(Z) = I(Ω◦
T ). Then the decomposition η

Z/ℓ
T (XΩ,Fpℓ) = uI(Z)ΛZ,ℓ

shows that we have a degree equation: 0 = 2|I(Z)|+ |ΛZ,ℓ|. Then |ΛZ,ℓ| =
−2I(Ω◦

T ) realizes the minimal degree −2I(Ω◦
T ).

For the ellipsoid E(a) = XΩE(a)
(see Example 3.4-(2)), let Z =

(−T/a1, . . . ,−T/ad), then
(
ΩE(a)

)◦
T
= ZO is a segment. So, we can com-

pute H∗C
Z/ℓ
T (XΩ,Fpℓ) directly from Lemma 3.12, and ΛZ,ℓ we defined above

induces an isomorphism of A module. So H∗C
Z/ℓ
T (XΩ,Fpℓ) is torsion free as

a Fpℓ [u]-module. □

4. Contact invariants

I will explain how the Chiu-Tamarkin complex works for the contact geom-
etry of (contact) admissible open sets in the prequantized space T ∗X × S1.
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For any open set U ⊂ T ∗X × S1, we can lift it to a Z-invariant set
Ũ ⊂ J1X in the sense T ′

k(Ũ ) = Ũ , where T ′
k(q,p, t) = (q,p, t+ k) for k ∈

Z. In this way, we can discuss sheaves microsupported in J1X \ Ũ . Then
D
J1X\Ũ

(X) and its left semi-orthogonal complement are all well-formulated.

Specifically, for Z = J1X \ Ũ , we define

DcZ (X) ={F ∈ D(X) : µsL(F ) ⊂ Z },
DcU (X) =⊥DcZ (X), the left orthogonal complement of DcZ (X).

Same as the symplectic case, we can define the notion of admissibility and
microlocal kernels. To make it compatible with the Hamiltonian action of
contact isotopy as we discussed in subsection 1.3, we will use composition
functors rather than convolution functors. On the other hand, in the sym-
plectic case, we require that microlocal kernels are objects in the Tamarkin
category. Now, we need a (2-variable) variant version of the Tamarkin cat-
egory for contact microlocal kernels. Let D(X2) be the full triangulated

subcategory {F ∈ D(X2 × R2) : F ◦K{t2≥t1}

∼=−→ F} of D(X2 × R2). Then
we define

Definition 4.1. We say U is K-admissible if there is a distinguished tri-
angle

PU → K∆X2×{t2≥t1} → QU

+1−−→,

in D(X2) such that the composition functor ◦PU is right adjoint to
Dc

U
(X) →֒ D(X) and ◦QU is left adjoint to Dc

Z
(X) →֒ D(X), i.e.,

DcZ (X)
◦QU←−−− D(X)

◦PU−−−→ DcU (X),

are two microlocal projectors.
Such a pair of sheaves (PU ,QU ) together with the distinguished trian-

gle give an orthogonal decomposition of D(X) by Proposition 1.10. We call
the pair (PU ,QU ) microlocal kernels associated with U ⊂ T ∗X × S1, and
the distinguished triangle as the defining triangle of U .

We say U is admissible if U is Z-admissible.

The uniqueness and functoriality has the same proof, just need to re-
place convolution by composition. We have the existence of kernels for the
prequantized open set U × S1 where U ⊂ T ∗X is a symplectic admissible
open set. Precisely, we have the following proposition.
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Proposition 4.2. If U ⊂ T ∗X is (symplectic) admissible by the following
distinguished triangle:

PU → K∆X2×{t≥0} → QU
+1−−→ .

Then U × S1 ⊂ T ∗X × S1 is (contact) admissible by the following distin-
guished triangle:

PU×S1 → K∆X2×{t2≥t1} → QU×S1
+1−−→,

where PU×S1 = m−1PU , QU×S1 = m−1QU and m(t1, t2) = t2 − t1.

Notice that we have K∆X2×{t2≥t1} = m−1K∆X2×[0,∞).

Proof. The second distinguished triangle comes from applying m−1 to the
first one and we have m−1F ∈ D(X2) for F ∈ D(X2). On the other hand,
as we mentioned in (1) of Remark 1.9, we have

F ⋆ PU ∼= F ◦PU×S1 , F ⋆ QU ∼= F ◦QU×S1 ,

for F ∈ D(X). Finally, as ·�U × S1 = U × R, we have that µsL(F ) ⊂ J1X \
·�U × S1 if and only if µs(F ) ⊂ T ∗X \ U . Then the result follows. □

Now, we can define the contact Chiu-Tamarkin complex for admissible open
sets U ⊂ T ∗X × S1. As in the symplectic case, let us introduce the adjoint
pair first:

F ∈ DZ/ℓ((X
2 × R2

t )
ℓ) DZ/ℓ(pt) ∋ G,

αc
ℓ,T,X

βc
ℓ,T,X

defined by:

αcℓ,n,X(F ) = (iℓn)
−1Rπq!∆̃

−1
X R‹m! (F ) ,

βcℓ,n,X(G) = ‹m!∆̃X∗π
!
q
iℓn∗G[−1],

(4.1)

where

‹m : (X2 × R2)ℓ → X2ℓ × Rℓ,

‹m(q, t11, t
2
1, . . . , t

1
ℓ , t

2
ℓ ) = (q, t2ℓ − t11, t21 − t12, . . . , t2ℓ−1 − t1ℓ );

‹∆X : Xℓ × Rℓ → X2ℓ × Rℓ,
‹∆X(q1, . . . ,qℓ, t) = (qℓ,q1,q1, . . . ,qℓ−1,qℓ−1,qn, t);
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πq : Xℓ × Rℓ → Rℓ;

iℓn(pt) = (n, . . . , n) ∈ Rℓ,

where q = (q1, . . . ,qℓ) and t = (t1, . . . , tℓ).

Definition 4.3. With the notation above, for ℓ ∈ N and n ∈ N0, we define
the contact Chiu-Tamarkin complex as follows:

C
Z/ℓ
nℓ (U ,K) = RHomZ/ℓ

Å
αcℓ,n,X(P

L

⊠ℓ
U ),K[−d]

ã

∼= RHomZ/ℓ

Å
P

L

⊠ℓ
U , βcℓ,n,XK[−d]

ã
.

Compare to the symplectic case, the parameter T is replaced by a

discrete parameter T = nℓ. First, let us compare C
Z/ℓ
nℓ (U × S1,K) and

C
Z/ℓ
nℓ (U,K) if U ⊂ T ∗X is symplectic admissible. By Proposition 4.2, the

prequantized open set U × S1 is contact admissible.

Proposition 4.4. For a symplectic admissible open set U ⊂ T ∗X, for ℓ ∈
N, n ∈ N0, we have

C
Z/ℓ
nℓ (U,K) ∼= C

Z/ℓ
nℓ (U × S1,K).

Proof. Since PU×S1 ∼= m−1PU , we have

P

L

⊠ℓ
U×S1

∼= (mℓ)−1P
L

⊠
U ,

where mℓ(q, t11, t
2
1, . . . , t

1
ℓ , t

2
ℓ ) = (q, t21 − t11, . . . , t2ℓ − t1ℓ ). Then we have

C
Z/ℓ
nℓ (U × S1,K) ∼= RHomZ/ℓ

Å
P

L

⊠ℓ
U ,mℓ

∗β
c
ℓ,n,XK[−d]

ã
.

So, we only need to verify that

mℓ
∗β

c
ℓ,n,XK ∼= βℓ,nℓ,XK.

By proper base change, we only need to assume X = pt and then show
that mℓ

∗‹m!iℓn∗K[−1] ∼= sℓ!t inℓ∗K. Direct computation shows that both sides
are isomorphic to K{(t1,··· ,tℓ):t1+···+tℓ=nℓ}[ℓ− 1]. □

On the other hand, the constraint T/ℓ ∈ N0 is adapt to the problem
of invariance. As the lifting of a contact isotopy is merely Z-equivariant,
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the sheaf quantization will only be Z-equivariant (see Remark 1.19). So our
discussion on invariance for symplectic version does not applies directly.
However a slight modification for the proof of the symplectic invariance
works.

Theorem 4.5 ( [Chi17, Theorem 4.7]). Let U ,U1,U2 be contact ad-

missible open sets and let U1
i−֒→ U2 be an inclusion. Then one has, for ℓ ∈ N,

n ∈ N0,

1) There is a morphism C
Z/ℓ
nℓ (U2,K)

i∗−→ C
Z/ℓ
nℓ (U1,K), which is natural with

respect to inclusions of admissible open sets.

2) For a compactly supported contact isotopy φ : I × T ∗X × S1 → T ∗X ×
S1,. We have an isomorphism, in the equivariant category, Φ

Z/ℓ,c
z,nℓ :

C
Z/ℓ
nℓ (U ,K)

∼=−→ C
Z/ℓ
nℓ (φz(U ),K), for all z ∈ I. The isomorphism Φ

Z/ℓ,c
z,nℓ is

functorial with respect to restriction morphisms in (1). When U = T ∗X ×
S1, we have Φ

Z/ℓ,c
z,nℓ = Id.

The proof for (1) is the same as the symplectic case. Let us present the
proof for invariance, which is slightly different from the symplectic one.

Proof of Theorem 4.5 (2). For the contact isotopy φ, we take the GKS quan-

tizationK(“φ′) as we discussed in subsection 1.3. LetK = K(“φ′)z,Kℓ = K
L

⊠ℓ

and K−1
ℓ = (K−1)

L

⊠ℓ.
Recall the proof of Theorem 2.15 (2). In the contact case, we still have

an isomorphism

Pφz(U )
∼= K−1 ◦PU ◦K,

as well as the auto-equivalence κ(F ) := K−1
ℓ ◦ F ◦Kℓ of DZ/ℓ((X × R)2ℓ).

So, we only need to construct an isomorphism

(4.2) κ(βcnK) = K−1
ℓ ◦ βcnK ◦Kℓ

∼= βcnK,

where βcn = βcℓ,n,X . As in Theorem 2.15, we only need to find an isomorphism

βcnK ◦Kℓ
∼= Kℓ ◦ βcnK.

To emphasize the difference between the contact case and the sym-
plectic case, let us present the construction precisely. Let W = X ×
R, f : W ℓ →W ℓ, (w1, . . . , wℓ) 7→ (w2, . . . , wℓ, w1) where wi = (qi, ti) and
Tℓc :W

ℓ →W ℓ, (w1, . . . , wℓ) 7→ (Tc(w1), . . . ,Tc(wℓ)), where c ∈ R and
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Tc(wi) = Tc(qi, ti) = (qi, ti + c). Set Y =W ℓ and identify Y 2 = (W 2)ℓ by
(w1

1, . . . , w
1
ℓ , w

2
1, . . . , w

2
ℓ ) 7→ (w1

1, w
2
1, . . . , w

1
ℓ , w

2
ℓ ). Then βcnK is, up to ori-

entation and shift, the constant sheaf on the graph of the composition
f ◦ Tℓn = Tℓn ◦ f . Precisely, we have

βcnK ∼= KΓf
◦KΓTℓ

n
◦ E ∼= E ◦KΓf

◦KΓTℓ
n
,

where E = δY 2!(ωY ), with ωY the dualizing sheaf and δY 2 the usual diagonal
embedding. The relation f ◦ Tℓn = Tℓn ◦ f implies KΓf

◦KΓTℓ
n

∼= KΓTℓ
n
◦KΓf

.
Moreover we have E ◦ − ∼= − ◦ E.

Now we have the general fact G ◦KΓg
∼= (IdY × g)!(G) for any G and any

map g. This formula has the symmetric form KΓ′
g
◦G ∼= (g × IdY )!(G) where

Γ′
g is the switched graph Γ′

g = {(g(y), y) : y ∈ Y }. When g is invertible, we
have Γg−1 = Γ′

g. So we obtain

Kℓ ◦ βcnK ∼= Kℓ ◦KΓTℓ
n
◦KΓf

◦ E ∼= (IdY × f)!(Kℓ ◦KΓTℓ
n
) ◦ E,

and

βcnK ◦Kℓ
∼= E ◦KΓf

◦KΓTℓ
n
◦Kℓ = E ◦KΓ′

f−1
◦KΓTℓ

n
◦Kℓ

∼= E ◦ (f−1 × IdY )!(KΓTℓ
n
◦Kℓ).

Now, recall the GKS quantizationK(“φ′) satisfies the Z-equivariant condition
(1.12), so the restriction on z-slices, K = K(“φ′)z, also satisfies

K ◦K∆X2×{(t,t+n):t∈R}
∼= K∆X2×{(t,t+n):t∈R} ◦K.

Notice that ∆X2 × {(t, t+ n) : t ∈ R} = ΓTn
where Tn(x, t) = (x, t+ n).

Therefore we have

Kℓ ◦KΓTℓ
n

∼= KΓTℓ
n
◦Kℓ.

Hence we have

Kℓ ◦ βcnK ∼= (IdY × f)!(Kℓ ◦KΓTℓ
n
) ◦ E ∼= E ◦ (IdY × f)!(KΓTℓ

n
◦Kℓ).

Then the isomorphism (4.2) follows from

(IdY × f)!(KΓTℓ
n
◦Kℓ) ∼= (f × f)!(f−1 × IdY )!(KΓTℓ

n
◦Kℓ)

∼= (f−1 × IdY )!(KΓTℓ
n
◦Kℓ).

The isomorphism Φ
Z/ℓ,c
z,nℓ follows. □
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Remark 4.6. The significant difference between C
Z/ℓ
T and C

Z/ℓ
nℓ is that the

definition of αc also twist t variables while α only twist q variables. This is
crucial for the contact invariance in Theorem 4.5. However Proposition 4.4
shows that when we consider the admissible sets of the form U × S1 for
U ⊂ T ∗X, the Chiu-Tamarkin complex itself is not affected by the difference.
This is helpful for our computations.

Now, we assume ℓ ∈ N≥2 and U ⊂ T ∗X × S1 is admissible. Then

H∗C
Z/ℓ
nℓ (U ,K) is a module of A = Ext∗

Z/ℓ(K,K). For an orientable

manifold X and a field K, the fundamental class η
Z/ℓ,c
nℓ (U ) is de-

fined as the image of the fundamental class [X]Z/ℓ = [X]⊗ 1 un-

der the morphismHBM
d (X,K)⊗ Ext0

Z/ℓ(K,K) ∼= H0C
Z/ℓ
nℓ (T ∗X × S1,K)

i∗
U−→

H0C
Z/ℓ
nℓ (U ,K). Similarly to Proposition 2.23, Theorem 4.5 shows that the

fundamental class is preserved under inclusion and contact isotopy.
For the definition of capacities, it is reasonable to require a discrete

spectrum. Let P denote the set of all prime numbers.

Definition 4.7. For an admissible open set U ⊂ T ∗X × S1, k ∈ N. Define

[Spec](U , k) := {p ∈ P : ηZ/p,cp (U ,Fp) ∈ ukH∗
C

Z/p
p (U ,Fp)}

and

[c]k(U ) := min[Spec](U , k) ∈ P.

For a general open set O, we define

[c]k(U ) = sup{[c]k(O) : O ⊂ U , O is admissible}.

Let us discuss the properties of [c]k. The invariance and monotonicity
are true with the same proof as in the symplectic case. The proof of repre-
senting property is invalid now. The positivity for open sets is obviously true
by definition. However it is possible that [c]k is always 2, which is treated
as the trivial situation here. To avoid this situation, we must address some
restrictions on the size of domains. Consider the constrain given by the
structure theorem, we assume ℓ be a prime number; and moreover, the com-
putation of ball indicate we should take a > 1 as a necessary size constraint
for Ba × S1. This fits into the framework of [EKP06] that a small contact
ball can be squeezed into smaller contact balls. Therefore, we define

Definition 4.8. For an open set U ⊂ T ∗Rd × S1, we say it is big if there

is a prequantized ball Ba × S1 contact−֒−−−→ U such that a > 1.
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In summary, we organize our discussions as the following theorem. In
the contact case, the spectrum sets could provide us more interesting ob-
structions. So we state results of spectrum sets as well.

Theorem 4.9. The functions [c]k : Open(T ∗X × S1)→ P satisfy the fol-
lowing:

1) [c]k ≤ [c]k+1 and [Spec](U , k + 1) ⊂ [Spec](U , k), for all k ∈ N.

2) For two open sets U1 ⊂ U2, then [c]k(U1) ≤ [c]k(U2) and [Spec](U2, k) ⊂
[Spec](U1, k).

3) For a compactly supported contact isotopy φ : I × T ∗X × S1 → T ∗X ×
S1, we have [c]k(U ) = [c]k(φz(U )) and [Spec](U , k) = [Spec](φHz (U ), k).

4) When X = Rd and U ⊂ T ∗Rd × S1 is big, then it cannot happen that
[c]k(U ) = 2 for all k ∈ N.

Finally, let us discuss the prequantized toric domains, i.e., XΩ × S1 for a
symplectic toric domain XΩ. We say that XΩ × S1 is convex if XΩ is convex.

Actually, we do not need to change the arguments much here because
we already set everything up well. Using Proposition 4.4, we only need to
slightly change the statement of the structural theorem.

Theorem 4.10. Let XΩ × S1 ⊂ T ∗V × S1 be a big prequantized convex
toric domain (that means ∥Ω◦

1∥∞ < 1, see Definition 4.8) and ℓ ∈ N≥2. If
n ∈ N0 and nℓ ≤ pℓ/∥Ω◦

1∥∞, we have:

• For each Z ∈ Ω◦
nℓ, the inclusion ZO ⊂ Ω◦

nℓ induces a decomposi-

tion η
Z/ℓ,c
nℓ (XΩ × S1,Fpℓ) = uI(Z)ΛZ,ℓ for a non-torsion element ΛZ,ℓ ∈

H−2I(Z)C
Z/ℓ
nℓ (XΩ × S1,Fpℓ). In particular, η

Z/ℓ,c
nℓ (XΩ × S1,Fpℓ) is non-zero.

• The minimal cohomology degree of H∗C
Z/ℓ
nℓ (XΩ × S1,Fpℓ) is exactly

−2I(Ω◦
nℓ), i.e.,

H∗
C

Z/ℓ
nℓ (XΩ × S1,Fpℓ) ∼= H≥−2I(Ω◦

nℓ)C
Z/ℓ
nℓ (XΩ × S1,Fpℓ)

and

H−2I(Ω◦
nℓ)C

Z/ℓ
nℓ (XΩ × S1,Fpℓ) ̸= 0.

• H∗C
Z/ℓ
nℓ (XΩ × S1,Fpℓ) is a finitely generated Fpℓ [u]-module. The free part

is isomorphic to A = Fpℓ [u, θ], so H
∗C

Z/ℓ
nℓ (XΩ × S1,Fpℓ) is of rank 2 over

Fpℓ [u].
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The torsion part is located in cohomology degree [−2I(Ω◦
nℓ),−1].

H∗C
Z/ℓ
nℓ (XΩ × S1,Fpℓ) is torsion free when XΩ is an open ellipsoid.

Theorem 4.11. For a big prequantized convex toric domain XΩ × S1 ⫋
T ∗V × S1, we have:

[c]k(XΩ × S1) = min
{
p ∈ P : ∃z ∈ Ω◦

p, I(z) ≥ k
}
= min {p ∈ P : p ≥ ck(XΩ)} .

Proof. If p ∈ [Spec](XΩ × S1, k), then p < p
∥Ω◦

1∥∞
and we can use the struc-

ture theorem by the bigness condition. Then we use the minimal degree
result of Theorem 4.10 to show that I(z) ≥ k for some z ∈ Ω◦

p. In particular,
we have p ≥ ck(XΩ).

Conversely, if prime number p satisfies the condition p ≥ ck(XΩ). We can
find a z ∈ Ω◦

p, and the existence of decomposition of the fundamental class in

Theorem 4.10 implies that η
Z/p,c
p (XΩ × S1,Fp) ∈ ukH∗C

Z/p
p (XΩ × S1,Fp).

□

The result is much weaker than the symplectic case, while it is still interest-
ing. For example, when we consider ellipsoids, we have

[c]k(E(a)× S1) = min

{
p ∈ P :

d∑

i=1

õ
p

ai

û
≥ k

}
= min {p ∈ P : p ≥ ck(E(a))} ,

where a = (a1, . . . , ad) and 1 < a1 ≤ a2 ≤ · · · ≤ ad.
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[GKS12] Stéphane Guillermou, Masaki Kashiwara, and Pierre Schapira.
Sheaf quantization of Hamiltonian isotopies and applications to
nondisplaceability problems. Duke Mathematical Journal, 161
(2012), no. 2, 201–245.

[GPS18] Sheel Ganatra, John Pardon, and Vivek Shende. Microlocal
Morse theory of wrapped Fukaya categories, arXiv: 1809.08807,
(2018).

[Gro57] Alexander Grothendieck. Sur quelques points d’algèbre ho-
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